The mechanics of decompressive craniectomy: Bulging in idealized geometries
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ABSTRACT

In extreme cases of traumatic brain injury or a stroke, the resulting uncontrollable swelling of the brain may lead to a harmful increase of the intracranial pressure. As a common measure for immediate release of pressure on the brain, part of the skull is surgically removed allowing for the brain to bulge outwards, a procedure known as a decompressive craniectomy. During this excessive brain swelling, the affected tissue typically undergoes large deformations resulting in a complex three-dimensional mechanical loading state with several important implications on optimal treatment strategies and outcome. Here, as a first step towards a better understanding of the mechanics of a decompressive craniectomy, we consider simple models for the bulging of elastic solids under geometric constraints representative of the surgical intervention. In small deformations and simple geometries, the exact solution of this problem is derived from the theory of contact mechanics. The analysis of these solutions reveals a number of interesting generic features relevant for the mechanics of craniectomy.

© 2016 Elsevier Ltd. All rights reserved.

1. Introduction

Brain swelling can be caused by a number of factors, including haemorrhages, infection, tumour growth, high altitude, ischemic strokes, or traumatic brain injury (Papadopoulos et al., 2004). In particular, severe traumatic brain injury and malignant middle cerebral artery infarctions can result in a critical increase of intracranial pressure strongly associated with a compromised regulation of cerebral blood flow and severe consequences on patient health (Marmarou et al., 1991). During swelling or increased intracranial pressure, the corresponding tissue compression may lead to a further impairment of surrounding blood vessels. This load restricts blood flow and, without immediate treatment, leads to an expanding ischemic zone and non-recoverable damage to the brain (Walberer et al., 2008). In particular, swelling and ischemia bear the danger of propagation through the brain unless properly treated medically (Lang et al., 2015). The management of elevated intracranial pressure (defined usually as more than 20 mm Hg within any intracranial space) is therefore critical to prevent severe brain damage or death.

Since swelling is caused by an osmotic imbalance in which capillary fluid perfuses into the tissue, the primary non-invasive treatment for cerebral edema and elevated intracranial pressure is osmotherapy (Goriely et al., 2015a). In osmotherapy, substances such as mannitol or hypertonic saline are administered intravenously to increase serum osmolality
While osmotherapy can effectively decrease the acutely elevated intracranial pressure in some situations, its long-term effects may be limited (Grände and Romner, 2012). For instance, cytotoxic edema creates an imbalance at the cellular level that is resistant to known treatments (Raslan and Bhardwaj, 2007). Similarly, if the integrity of the blood brain barrier is compromised, osmotically active agents will penetrate the tissue and fail to establish an osmotic gradient. Other treatments include hyperventilation, ventricular drainage, induced coma, and hypothermia (Samandouras, 2010).

1.1. Description

When medical management of elevated intracranial pressure fails, a decompressive craniectomy serves as a measure of last resort in order to ensure an immediate release of intracranial pressure and to allow for the compressed and potentially ischemic brain tissue to expand outward. Craniectomy is used both to prevent further swelling and to decrease intracranial pressure (Soustiel et al., 2010). This highly invasive procedure takes place with the following steps (Ellenbogen et al., 2012; Kolias et al., 2013): (i) scalp incision, (ii) removal of the bone flap (a large portion of the skull), (iii) opening of the dura mater (the thick outermost membrane covering the brain), (iv) closure of the skin incision. Only after a full resorption of the swelling, within days to weeks, a cranioplasty or cranial bone replacement is performed in order to protect the exposed brain tissue. Fig. 1 shows the potential extent of skull bone removal for an exemplary but severe decompressive craniectomy.

1.2. A short history

Trephination, the surgical intervention in which holes are drilled in the skull, has been performed since prehistoric times and was first described by Hippocrates for the treatment of severe head injuries. However, the procedure of removing a large part of the skull for decompression was first described by Annandale in 1894, and proposed as a means to relieve intracranial pressure following traumatic brain injury by Kocher (1901) and for brain tumors by Cushing (1905). Decompressive craniectomy gained popularity in the late 1960s and early 1970s when encouraging results in the treatment of malignant brain oedema were published (Ransohoff et al., 1971). However, soon after, further studies showed conflicting results and poor outcome. For decades, the procedure was known as potentially life-saving but associated with serious complications and was eventually broadly abandoned. The surgical procedure commonly applied today was introduced in 1999 (Guerra et al., 1999) for the treatment of severe traumatic brain injury. However, despite numerous examples of successful treatment outcomes, the medical efficacy of the decompressive craniectomy remains controversial.

1.3. The craniectomy dilemma

In a landmark 2011 paper, Cooper et al. (2011) considered a group of patients with refractory intracranial hypertension (defined as an intracranial pressure higher than 20 mm Hg for more than 15 min despite medical therapy). All subjects were randomly assigned to a group where they receive bi-frontal temporoparietal decompressive craniectomy or to a non-surgical group where they receive standard care only. The study showed a significant decrease in intracranial pressure in patients in the surgical group. However, long-term clinical outcomes were worse for subjects who underwent surgery, thus raising questions about the benefits of a craniectomy. It should be noted here, however, that the conclusions presented by Cooper et al. (2011), received viable criticism (Servadei, 2011; Honeybul et al., 2013).
Another study found that decompressive craniectomy for stroke patients increases the changes of survival in comparison to other medical treatments (Kolias et al., 2013). At the same time, the authors stress the imminent possibility of irreparable disability and strongly forewarn the indiscriminate use of this highly invasive surgical intervention. Nevertheless, decompressive craniectomy remains an effective treatment method in refractory intracranial hypertension, especially when the corresponding hypertension is expected to result in excessive ischemic cell death, tissue necrosis, or even death. Most current reviews and studies related to craniectomy conclude that further studies and reviews are necessary to develop strong medical indicators for the necessity and benefit of this procedure (Bor-Seng-Shu et al., 2012; Rosenfeld et al., 2012; Kolias et al., 2013; Sedney et al., 2014).

The main craniectomy dilemma faced by neurosurgeons can be understood in simple mechanical terms: On the one hand, an increase in stress due to elevated intracranial pressure leads to ischemia that is likely to propagate and destroy large areas of the brain. On the other hand, a surgically induced release of stresses comes at the cost of critically large strains. In particular, it has been shown that axonal strains as low as 3–5% can create internal axonal damage (Chung et al., 2005), and strains higher than 20% can induce significant levels of cell injury, electrophysiological changes, and morphological damage in the white matter (Bain and Meaney, 2000; Morrison et al., 2003). The massive outward swelling upon skull bone removal creates zones of high stretch (Li et al., 2013) which, in turn, can create long-term axonal damage and compromise clinical efficacy (Cooper et al., 2011). The craniectomy dilemma may therefore be phrased as a mechanical problem of stresses versus strains. It is therefore crucial to have a full theoretical understanding of the underlying deformation as well as the stresses generated by this process. Our primary objective in the present work is to provide a thorough theoretical description of soft elastic tissue swelling-induced herniation and a derivation of the associated stress field.

Most of the published literature focuses on the statistical treatment of patient data in randomized studies or on meta-analyses. The basic aspects of deformation in simplified spherical geometries have been used as guidelines to determine the size of the bone flap necessary to relieve a certain volume of edema. This simple computation is reviewed in Section 2.

The finite-element method is a natural approach to compute soft-tissue deformation. Different groups have used these computational methods together with image registration to predict the intraoperative brain shift during craniotomy and, in particular, to follow the midline shift, a critical indicator of tissue deformations used by neurosurgeons (Miga et al., 1999; Wittek et al., 2005; Hu et al., 2007; Miller et al., 2007). Decompressive craniectomy usually leads to significantly large deformations and it remains to be verified that the small-strain theory remains valid when observing large tissue deformations. In particular, the choice of the material model and the numerical solver are highly dependent on the loading situation and stress state and play a crucial role in computational mechanics (Goriely et al., 2015b). Nevertheless, the simulation of craniectomy has been investigated by different groups in recent years. Amongst these, an interdisciplinary research group in Stockholm combined finite-element models with medical imaging (computerized tomography (CT), magnetic resonance imaging (MRI), and positron emission tomography (PET)) to obtain parameters such as intracranial pressure, strain, and stress (von Holst and Kleiven, 2014). For craniectomy, these computational methods allow to extract axonal stretches directly from CT scans (von Holst et al., 2012; Li et al., 2013). Some computational simulations also suggest that if a decompressive craniectomy is performed at the opposite side of the injury, it has the potential to improve patient outcome (von Holst and Li, 2014). In an excellent study, Fletcher et al. (2014a) developed CT image-based methods to quantify brain deformation following a decompressive craniectomy. In particular, they used the experimentally observed deformation behavior of constrained swelling gels to validate their method (Fletcher et al., 2014b).

In the present work, we study the mechanics of decompressive craniectomy in idealized conditions of increasing complexity to gain insight into the basic trade-off between stress and strain and the balance between skull opening and the generation of high contact stress and tissue stretch. We believe that a systematic theoretical study may provide useful insight for the development of advanced numerical methods and could potentially serve as a guide for surgical planning.

2. Geometric estimates

The first step in studying craniectomy is to provide a geometric characterization of volume change due to swelling. If the bone flap is of a certain size, how big would the bulge be for a given amount of additional swollen volume (Münch et al., 2000; Chung et al., 2011)? Or, conversely, how big should the skull opening be for a given swollen volume (Wirtz et al., 1997; Flechsenhar et al., 2013)? Surprisingly, these simple questions have not been adequately addressed in the literature so far. Estimates are either mathematically dubious or their description is so baffling and incomplete that they can neither be understood nor reproduced. It is a testament of the great mutual respect that medical scientists have for each other that the curves produced by such mysterious processes found their way into publications.

To obtain geometric estimates, we have to make assumptions about the final shape of the bulge. Different authors have assumed that the shape is either spherical (De Bonis et al., 2010) or cylindrical (Wirtz et al., 1997), or they simply looked at the projected surface (Fletcher et al., 2014a). In this last study, Fletcher et al. (2014a) performed a careful analysis of area and volume prior to and after swelling.

Simple estimates can be obtained by assuming a spherical shape for skull, brain, and the bulge while the tissue is considered incompressible. We recall that the volume $V$ and surface area $A$, as shown in Fig. 2, are given by...
\[ V(R, h) = \frac{2h}{3} (3a^2 + h^2), \quad A(R, h) = 2\pi Rh, \]

where \( R \) is the radius of the sphere, \( 2a \) is the cap opening, and \( h \) the height. The different variables introduced in Fig. 2 are related by

\[ a^2 = 2hR - h^2, \]
\[ a = R \sin \theta, \]
\[ y = R \cos \theta, \]
\[ h = R - y = R(1 - \cos \theta), \]

where \( \theta \) is the opening angle of the cap.

Upon swelling, the shape of the emerging bulge is modeled as a sphere as well and the volume added due to swelling is defined by the difference in volume of both caps:

\[ \Delta V = V(R_0, h_1) - V(R_0, h_0) = \frac{\pi}{6} \left[ 3a^2(h_1 - h_0) + \left( h_1^2 - h_0^2 \right) \right]. \]

Due to a high inter-subject variability in brain volume, we define a relative measure for the volume change as follows:

\[ \delta = \frac{\Delta V}{V_0} = \frac{3}{4\pi R_0^3} \left[ V(R_0, h_1) - V(R_0, h_0) \right]. \]

Note that, since the opening is shared by the two spheres, we have the following relationship between the two radii:

\[ a = R_0 \sin \theta_0 = R_1 \sin \theta_1. \]

A simple problem that the surgeon faces is to determine the dimensions of the skull opening in terms of the opening radius \( a \) or opening angle \( \theta_0 \), respectively, which can accommodate the desired volume increase \( \delta \). Assuming that \( \theta_0 \) and \( \delta \) in (7) are fixed, we see that a desired volume increase may be realized by a range of opening sizes \( a \) by varying \( \theta_1 \). To determine a unique solution, we require an additional constraint. One such constraint is given by the bulging angle \( \alpha \), defined by the tangents to both spheres at their intersection point, as indicated in Fig. 2. If this angle is too high, we expect high stress at the point of contact and possible herniation, a medically highly unfavorable state of the tissue. The bulging angle is given by \( \alpha = \theta_1 - \theta_0 \) and is prescribed to reduce tissue loading at the edge of the bulge. Consequently, the added volume \( \delta \) reduces to a function of bulge angle \( \alpha \) and opening angle \( \theta_0 \) and takes the form:

\[ \delta = \frac{1}{4} \sin \left( \frac{\alpha}{2} \right) \left( \frac{\theta_0}{2} \right) \sec \left( \frac{\alpha + \theta_0}{2} \right) \left[ 3 \cos(\alpha + \theta_0) + \cos(\alpha) + 3 \cos(\theta_0) + 5 \right]. \]

We can now plot \( a/R_0 = \sin \theta_0 \) as a function of \( \delta \) for a fixed \( \alpha \) as shown in Fig. 3. The medically based limitation to small bulging angles, see Fig. 3, leads to a strong constraint between the relative volume increase and the size of the skull opening: even small volume changes on the order of a few percent require a large skull opening. This dependence may explain the significant amount of bone removed in clinical practice.
The area of the removed bone flap can be readily obtained from the measurements of $a$ and $h_0$ as

$$A = \pi \left( a^2 + h_0^2 \right).$$

It is useful to provide quantitative estimates with realistic dimensions. We will use a standard skull size of $R_0 = 9$ cm corresponding to a volume of about 3053 cm$^3$, much greater than the typical brain volume of about 1200 cm$^3$ showing the extra volume available for the brain in the skull (obviously, the brain and skull are not spherical and there is plenty of extra volume due to the ventricles and the subarachnoid space). In clinical practice, malignant middle cerebral artery infarctions are believed to require an additional volume of 80–60 cm$^3$ for a sufficient brain pressure release. Clinical guidelines typically recommend an anteroposterior craniectomy diameter opening $d = 2a$ between 12 and 15 cm, as shown in Fig. 4, although

![Diagram showing the relationship between added volume, opening diameter $d$, and bulging angle $\alpha$. Right: Volume added for a skull of radius $R_0 = 9$ cm for bulging angles $\alpha$ of 15°, 30°, and 45°. Left: A computed tomography scan and the basic parameters used for geometric estimates (Chung et al., 2011).]
the exact rationale for these numbers is rather unclear as numerous factors affect the clinical outcome (Wirtz et al., 1997; Wagner et al., 2001; Kolias et al., 2013).

Fig. 4 shows the added volume in cm³ for a skull of radius $R_0 = 9$ cm as a function of the diameter opening $d$ for different values of the bulging angle $\alpha$. The graphs demonstrate the noticeable sensitivity of the craniectomy opening on the prescribed bulging angle and the range of relative volume increase in dependence of the craniectomy diameter. Even for a small but physiological realistic variation of $d$ from 12 to 15 cm reported in the literature, our model predicts a large range for the added volume. Finally, we note that, within this simple description, the maximum stretch occurs along a line originally oriented along the vertical axis denoted by $h_0$ in Fig. 3 and stretched to $h_1$ after swelling. Then, the maximal stretch is given by

$$\lambda_{\text{max}} = \frac{R_0 - h_0 + h_1}{R_0} = \cos\left(\frac{\alpha - \theta_0}{2}\right) \sec\left(\frac{\alpha + \theta_0}{2}\right).$$

and it is easy to appreciate from this last relationship that the maximum stretch increases rapidly with the bulging angle.

Clearly, the geometry of the brain and bulges is only roughly captured by the geometry of intersecting spheres. Better estimates could be obtain if the bulge was approximated by another shape such as an ellipsoid. However, the choice of this shape is arbitrary and, without further information on the problem, cannot be easily guessed. It is therefore natural to solve the elastic problem to obtain an estimate of the bulge shape.

3. Mechanical models for half-space geometry

The geometric estimates obtained in the previous section are based on a prescribed shape of the bulge and do not provide information on the stress and strain field that emerge during swelling. These mechanical quantities are particularly important to determine regions of potential tissue damage across length scales. The combined shear and compressive stress state at the contact point between the brain and the skull may generate herniation. On the axon level, fiber stretch may induce diffuse axonal damage.

The evaluation of these stresses is a formidable task due to the complex geometry of the skull and the contact constraints between brain tissue and bone. Here, we start with an idealized geometry and consider the mechanical problem of bulging of a linear elastic half-space through a finite opening of width $2a$, as shown in Fig. 5, similar to the combined experimental and numerical study of a similar geometry presented by Fletcher et al. (2014b). In our study, we consider the two-dimensional plane strain problem and the three-dimensional axisymmetric problem. These two geometric configurations allow for a complete mathematical description of stress and strain, that can be compared with the analytical three-dimensional axisymmetric solution and with finite-element simulations.

The bulging problem is reminiscent of the classic punch problem of indenting an infinite half-space with a finite object at a given force. Indeed, the bulging problem could be considered as a reverse punch in which the boundary conditions are inverted, that is, a force is applied by an infinite object with a central opening. Because the punch problem has important applications in indentation testing, there is an extensive literature on the subject with many variations (Muskhelishvili, 1977; Gladwell, 1980; Johnson, 1987). Although it is likely that a solution may have been presented in the Russian literature (Dostoevsky, 1868), to the best of our knowledge, no explicit analytical treatment of the bulging problem exists. We also note that the solution to the bulging problem can be obtained by taking the proper limit of the annular punch problem (Roitman and Shishkanova, 1973; Shibuya et al., 1974; Kumar and Hiremath, 1982; Gladwell and Gupta, 1979; Barber, 1983) when the outer radius goes to infinity. However, there is no closed-form solution for this particular three-point boundary-

![Fig. 5. Two-dimensional bulging problem. The half-space is compressed by a plate, with an opening of radius $a$ in the middle, and displaced along the $z$-axis by magnitude $\delta$. Note that the position and coordinates of the point $(x,z)$ denote its location in the reference configuration.](image)
value problem and it is more informative to completely solve a simple problem than to take the limit of a complicated one. We also note that bulging serves as a key indicator of the Poynting effect (Mihai and Goriely, 2011) in classic experiments on shear loading of rubber materials by Rivlin (1947), and was also investigated numerically and experimentally in brain tissues (Destrade et al., 2015).

It is not clear that a treatment of the bulging problem within the theory of linear elasticity is satisfactory, as we have noted in the previous discussion of possibly large local stresses and strains. However, we know that the solution of the indentation problem in linear elasticity is robust and provides excellent estimates. Our strategy here is to first obtain exact solutions and then compare them to finite-element solutions of the fully nonlinear problem to assess their validity. This direct comparison also provides a range of parameter values within which the linear solution serves as a satisfactory approximation of the nonlinear solution.

Our analytical solution will be obtained by considering the deformation of a half-space occupying the open domain \( \Omega = \{ (x, y, z) \in \mathbb{R}^3 | z > 0 \} \) with boundary \( \Gamma = \{ (x, y, z) \in \mathbb{R}^3 | z = 0 \} \). The deformation is described by a displacement field \( u = (u_x, u_y, u_z): \Omega \rightarrow \mathbb{R}^3 \) such that a point originally at \( x \in \Omega \) displaces to a point at \( (x + u) \in \mathbb{R}^3 \). From the displacement field \( u \), we define the (infinitesimal) strain tensor \( E \) as

\[
E = \frac{1}{2} \left( \nabla u + (\nabla u)^T \right).
\]

The material is assumed to be a compressible, isotropic, initially unstressed, and linearly elastic with a Young’s modulus \( E \) and a Poisson’s ratio \( \nu \). Defining \( T \) as the Cauchy stress tensor, the constitutive relationship between stress and strain is given by

\[
T = \frac{E}{1 + \nu} \left( E + \frac{\nu}{1 - 2\nu} (\text{tr} E) \mathbf{1} \right),
\]

where \( \mathbf{1} \) is the identity tensor.

The boundary is split into two subsets where the elastic material is either in contact \( (\mathcal{I}_c) \) or traction free \( (\mathcal{I}_f = \Gamma \setminus \mathcal{I}_c) \). Away from the opening of size \( 2a \), the shape of the constrained region is given by a function \( u_c = u_c(x, y) \) for \( (x, y, 0) \in \mathcal{I}_c \subseteq \Gamma \). The contact region \( \mathcal{I}_c \) is then defined as the interior of the subset of \( \mathcal{I}_f \) such that \( u_c(x, y, 0) \). We further assume that the contact is frictionless so that there is no tangential traction.

For a given constraint \( u_c \), the bulging problem consists in finding the displacement \( u \) and the contact region \( \mathcal{I}_c \), such that

\[
\text{div } T = 0, \quad x \in \Omega,
\]

\[
T_n = 0, \quad (x, y, 0) \in \mathcal{I}_f,
\]

\[
u u_c(x, y) = u_c(x, y), \quad (x, y, 0) \in \mathcal{I}_c,
\]

\[
T_n - (n \cdot T)n = 0, \quad (x, y, 0) \in \mathcal{I}_c,
\]

where \( n \) denotes the outward unit normal to \( \Omega \) on \( \Gamma \) and the traction vector on \( \Gamma \) is given by \( T_n \). The last condition represents the frictionless constraint on the contact region.

3.1. The two-dimensional bulging problem

We consider an isotropic linearly elastic half-space under plane-strain conditions as shown in Fig. 5. Since the same setup is also valid for plane-stress conditions via rescaling the elastic parameters, it will not be studied explicitly here. For the plane-strain case, we assume that the displacements only take place in the \( x-z \) plane such that \( u_y = 0 \). This condition implies that \( E_{xy} = E_{yy} = E_{yz} = 0 \) for all \( x \in \Omega \).

A starting point for the contact analysis is the classic Cerruti–Flamant solution for a half-space under a single normal point load \( P \) at the origin (Cerruti, 1882; Flamant, 1892; Unger, 2002). Then, for a point located at \( x = r \cos \theta, z = r \sin \theta \), the radial stress, \( T_r = T_e \), with \( e_r = (\cos \theta, 0, \sin \theta) \), is the unit radial vector, is simply given by

\[
T_r = -\frac{2P \sin \theta}{r},
\]

whereas the other stress components in polar coordinates vanish identically. In Cartesian coordinates, this solution reads

\[
T_{xx} = -\frac{2P}{\pi} \frac{x^2z}{(x^2 + z^2)^2},
\]

\[
T_{xz} = -\frac{2P}{\pi} \frac{z^2}{(x^2 + z^2)^2},
\]
\[ T_{xz} = 0. \]  

We can use this point solution as a Green’s function for the bulging problem and consider a distributed normal force \( p(x) \, dx \) on an element \( dx \) at each point on the surface. Therefore, in the absence of tangential loads acting on the surface, these elementary solutions can be readily integrated to obtain

\[
T_{xx} = -\frac{2z}{\pi} \int_{-\infty}^{\infty} \frac{p(s)(x - s)^2}{(x - s)^2 + z^2} \, ds,
\]

\[
T_{xz} = -\frac{2z^3}{\pi} \int_{-\infty}^{\infty} \frac{p(s)}{(x - s)^2 + z^2} \, ds,
\]

\[
T_{xz} = -\frac{2z^2}{\pi} \int_{-\infty}^{\infty} \frac{p(s)(x - s)}{(x - s)^2 + z^2} \, ds.
\]

Defining the displacement at the surface to be \( \bar{u} = (\bar{u}_x, \bar{u}_z) \), these relations can be used together with (12) and (13) to obtain a simple relationship between the applied load and the surface displacement gradient,

\[
\frac{\partial \bar{u}_x}{\partial x} = -\frac{(1 - 2\nu)(1 + \nu)}{E} p(x),
\]

\[
\frac{\partial \bar{u}_z}{\partial x} = -\frac{2(1 - \nu^2)}{\pi E} \int_{-\infty}^{\infty} \frac{p(s)}{x - s} \, ds.
\]

In our case, we consider a uniform displacement \( \delta \), except in a region centered at the origin where \( p(x) = 0 \), that is

\[
\frac{\partial \bar{u}_z}{\partial x} = 0, \quad |x| > a.
\]

Inserting this condition in (26), the normal load that guarantees this displacement must satisfy

\[
\int_{-\infty}^{-a} p(s) \, ds + \int_{a}^{\infty} \frac{p(s)}{x - s} \, ds = 0.
\]

This equation for \( p(x) \) is a singular integral equation of the first kind. Its homogeneous solution is of the form:

\[
p(x) = \begin{cases} \frac{c_+}{\sqrt{-x - a}} & x \leq -a, \\ \frac{c_-}{\sqrt{x - a}} & x \geq a. \end{cases}
\]

From symmetry considerations, we must have \( c_- = c_+ = c\sqrt{aE}/4 \), where \( c \) is an arbitrary dimensionless constant, and the normal load distribution may be re-written in the following form:

\[
p(x) = \begin{cases} 0 & |x| < a, \\ \frac{cE}{4\sqrt{|x| - a}} & |x| \geq a. \end{cases}
\]

Once the load is known, we can directly obtain the shape of the bulge in the gap by integrating Eq. (26) once. Explicitly, it reads

\[
\bar{u}_z = \delta - c\sqrt{a} (\nu^2 - 1) \left[ \sqrt{2a} - \sqrt{a - x} - \sqrt{a + x} \right], \quad |x| < a.
\]

Note that the value of \( \delta \) does not enter in the computation of the shape and can be set to zero without loss of generality. The area \( A_0 \) of a bulge is then

\[
A_0 = \frac{2}{3} \sqrt{2a} \pi c (1 - \nu^2).
\]

The profile of the bulge is shown in Fig. 6 for increasing values of \( c \). Note that the vertical displacement only depends on Poisson’s ratio through the combination \( c(\nu^2 - 1) \). Therefore, the shape of the bulge is independent of \( \nu \). For the figures, we choose \( \nu = 0.3 \) and \( E = 1 \).

Since we have an explicit expression for the normal load distribution on the surface, we can compute the stresses at all points within the material by integrating Eqs. (22)–(24). A compact form of these integrals is obtained by using the double polar representation shown in Fig. 5 whenever convenient (that is a point is represented as \( x = a + r_1 \cos \theta_1, y = r_1 \sin \theta_1 \) for all integrals on the positive axis and \( x = -a + r_2 \cos \theta_2, y = r_2 \sin \theta_2 \) for integrals on the negative part of the axis). After
simplification, the stresses can be written as

\[
T_{xx} = -\frac{c \sqrt{r} \sigma}{16} \left( 3 \cos \left( \frac{\theta_1}{2} \right) + \cos \left( \frac{5\theta_1}{2} \right) \right),
\]

\[
T_{zz} = \frac{c \sqrt{r} \sigma}{4} \left( \cos \left( \frac{\theta_2}{2} \right) \left( 2 \cos (\theta_2) - 3 \right) \right),
\]

\[
T_{xz} = -\frac{c \sqrt{r} \sigma}{16} \left( \sin \left( \frac{\theta_1}{2} \right) - \sin \left( \frac{5\theta_1}{2} \right) \right) + \cos \left( \frac{5\theta_2}{2} \right) - \cos \left( \frac{\theta_2}{2} \right). \tag{35}
\]

It should be noted, that our formulation recovers the well-known scaling law \(1/\sqrt{r}\) of the stress around the singularity point for the classic punch problem (Johnson, 1987).

We are particularly interested in identifying regions in the proximity of the contact point where large stresses are likely to induce tissue damage. Since stresses are described by a tensor, we could explore different alternative stress measures as functions of the three stresses \(T_{xx}, T_{zz}, T_{xz}\). Based on medical evidence that links diffuse axonal damage to increased shear loading of brain tissue, we associate damage with shear stress, while acknowledging that other stress measures, such as the von Mises stress or the maximum principal stress could be used alternatively. In Fig. 7, we show the shear stress with respect to the reference configuration. While we chose particular values for this figure, this plot is generic as the color bar and the scale length can be rescaled for other systems. In particular, we recognize characteristic drop shapes for the level sets of shear stress emerging from the points of contact where the stresses diverge at the edge of the plate. At each of these contact points, there exist two drop-like regions of high stresses (in absolute value) where we can expect a high risk of damage. We call these regions damage drops and study them in further detail. These drops have been observed previously by Fletcher et al. (2016) where they are referred to as herniation volumes. Note that the profile of the shear stress close to the contact point is similar to the profile of the von Mises stress and the maxim principal stress. This similarity is a direct consequence of the stress singularity at the contact point that dominates these different damage measures.

Let \(\tau_{\text{crit}} > 0\) be the critical value of shear stress past which damage is expected. That is, damage occurs for

\[
|T_{xz}| > \tau_{\text{crit}}. \tag{36}
\]

For small enough values of the amplitude \(c\), an approximation of the damage drops can be obtained by neglecting the effect of the other edge. That is, we restrict our attention to the stresses created by the plate on the positive \(x\)-axis. In this case, the expression for \(T_{xz}\) only depends on \((r, \theta_1)\) so that a suitable approximation is given by

![Fig. 6. A series of two-dimensional plane-strain bulges obtained for increasing values of \(c\) from 0.4 to 3.6 in increments of 0.4, where \(a=1\) and \(v=0.3\).](image-url)
Fig. 7. Contour plot of the shear stress in the reference configuration for the plane strain bulging problem.

Fig. 8. Approximation of the size and inclination of the damage drops valid for values of \( K \) sufficiently small, obtained by neglecting the effect of the other opening. Left: Comparison of the approximation (solid blue line) with the exact solution (dashed red line) for \( a = c = \tau_{\text{crit}} = 1, E = 16 \) and \( c = 0.25, 0.35, 0.5 \). Right: Approximated damage drop shapes valid for small \( c \). (For interpretation of the references to color in this figure caption, the reader is referred to the web version of this paper.)
We introduce a dimensionless parameter, \( K \), to measure the extent of the damage zone with respect to the ratio of Young’s modulus to the critical shear stress:

\[
K = \frac{cE}{16 \tau_{\text{crit}}}. 
\]

Then the damage drops, shown in Fig. 8, are defined by the polar curve

\[
\rho_1(\theta_1) = K^2 \left( \sin \frac{\theta_1}{2} - \sin \frac{5\theta_1}{2} \right)^2 \quad 0 \leq \theta_1 \leq \pi. 
\]

The orientations of the two damage drops with respect to the horizontal axis are given by the angles

\[
\alpha_+ = 2 \tan^{-1} \left( \frac{1}{2} \sqrt{\frac{1}{3} \left( 13 + \sqrt{145} \right)} \right) \approx 111^\circ, 
\]

\[
\alpha_- = 2 \tan^{-1} \left( \frac{1}{2} \sqrt{\frac{1}{3} \left( 13 - \sqrt{145} \right)} \right) \approx 32^\circ. 
\]

The damage drops provide a suitable approximation for \( \tau_{\text{E}}/\tau_{\text{crit}} \) large enough (or equivalently \( c \) small enough) as shown in Fig. 8. Their areas provide an upper bound for the damage zone in that regime. These areas are given explicitly by

\[
A_+ = \frac{3(243 \sqrt{3} + 280\pi)K^4}{1120} \approx 3.48357 K^4, 
\]

\[
A_- = -\frac{3(243 \sqrt{3} - 140\pi)K^4}{1120} \approx 0.0507177 K^4. 
\]

Of particular interest is the relative growth of the total area of the four drops with respect to the area of the bulge itself, that is

\[
\frac{2A_+ + A_-}{A_0} = \frac{3^3 \pi}{2^{10} \sqrt{2} \tau_{\text{crit}}^4 (1 - \nu^2)} \approx 0.0000572004 \frac{E^4c^3}{\tau_{\text{crit}}^4 (1 - \nu^2)}. 
\]

The important scaling here is that the area of damage increases as the fourth power of the solution amplitude, \( c \), whereas the bulge area only increases linearly. Therefore, we expect the damage drops to grow very quickly once they reach a non-negligible size. For instance, a bulge with the largest value of \( c=3.6 \) and \( \nu=0.3 \) in Fig. 6 with \( \tau_{\text{crit}} = E/2 \) would create a large damage area of about 9% of the bulge area.

Note that, the shape of the opening, the chamfer could also have an effect on the stress. The present analysis can be easily generalized to that case. However, a recent study showed that the damage drops are only slightly affected by the detailed shape of the chamfer with only modest changes in their volume (Fletcher et al., 2016).

### 3.2. The three-dimensional axisymmetric bulging problem

Next, we turn to the analysis of the bulging problem under axisymmetric conditions in cylindrical coordinates. We consider the deformation of an elastic half-space when constrained everywhere except at a circular opening of radius \( a \) centered at the origin on the boundary of the half-space. We assume that the half-space is isotropic and that the contact is frictionless. We exploit the equivalence between the problem of finding a bulge due to uniform swelling on a fixed boundary and the problem of determining the shape obtained by displacing the contact zone at the boundary of the half-space vertically downward. A finite-element simulation of the problem is shown in Fig. 9.

Compared to the plane-strain problem, a different set of analytical methods is used to solve the axisymmetric problem. The first step is to transform the original formulation of the problem in terms of a potential by using the Papkovich–Neuber formulation. In the usual cylindrical coordinates \((r, \theta, z)\), we introduce a potential \( \phi(r, z) \) such that

\[
u = \frac{1 + \nu}{E} \left[ 4(\nu - 1)\omega + \phi \left( x, \omega + \frac{\phi}{1 - 2\nu} \right) \right], \quad \text{where} \quad \omega = e_z \frac{\partial \phi}{\partial z}. 
\]

and \( e_z \) is the unit vector along the \( z \)-axis. If we choose the potential to be a harmonic function, that is
\[
\Delta \phi \equiv \frac{\partial^2 \phi}{\partial z^2} + \frac{1}{r} \frac{\partial}{\partial r} r \frac{\partial \phi}{\partial r} = 0,
\]
(46)

then the Cauchy equation, \( \text{div } \mathbf{T} = 0 \), is automatically satisfied. Since the displacements are given in terms of the potential \( \phi \), all derived quantities such as stress, strain, and position can be obtained from \( \phi \). The key is then to choose among the large class of harmonic functions, the one particular function that satisfies the boundary conditions

\[
T_z = T_\theta = 0, \quad z = 0, \tag{47}
\]

\[
T_z = 0, \quad 0 \leq r < a, \quad z = 0, \tag{48}
\]

\[
a_z = \delta(r), \quad r \geq a, \quad z = 0. \tag{49}
\]

On the surface \( z = 0 \), the conditions \( T_z = T_\theta = 0 \) are automatically satisfied and the vertical displacements and tractions are given in terms of \( \phi \) by

\[
T_z = - \frac{\partial \phi}{\partial z}, \quad a_z = 2 \nu^2 - \frac{1}{E} \frac{\partial \phi}{\partial z} + C_z, \tag{50}
\]

where \( C_z \) is an arbitrary constant corresponding to an arbitrary rigid-body vertical translation of the contact plate. Therefore, our problem is to find a harmonic function \( \phi = \phi(r, z) \) such that

\[
\frac{\partial^2 \phi}{\partial z^2} = 0, \quad 0 \leq r < a, \quad z = 0, \tag{51}
\]

\[
\frac{\partial \phi}{\partial z} = \frac{E}{2(\nu^2 - 1)} \delta(r), \quad r \geq a, \quad z = 0. \tag{52}
\]

An elegant way to solve this problem (Collins, 1963; Barber, 1992; Green and Zerna, 1992) consists in introducing an unknown function \( g(s) \) and an integral representation for the potential \( \phi \) of the form:

\[
\phi = 3 \text{Im} \left( \int_a^\infty g(s) \mathcal{F}(r, z, s) \text{d}s \right), \tag{53}
\]

where

\[
\mathcal{F}(r, z, s) = \log \left( \sqrt{r^2 + (z + it)^2} + s + it \right). \tag{54}
\]

The condition (51) is then automatically satisfied and condition (52) is now a single integral equation

\[
- \int_r^\infty \frac{g(s)}{\sqrt{s^2 - r^2}} \text{d}s = \frac{E}{2(\nu^2 - 1)} \delta(r), \quad r \geq a. \tag{55}
\]

Fig. 9. Bulging simulation in a cylindrical geometry with a cylindrical coordinate system.
On the left-hand-side of this equation, we recognize the Abel transform of the function \( g(s) / s \). An inverse Abel transform of this relation gives the function \( g(s) \) in terms of \( \delta(r) \),

\[
g(s) = \frac{E}{\pi(\nu^2 - 1)} \int_s^\infty \frac{\bar{r}\delta(r)}{\sqrt{r^2 - s^2}} \, dr, \quad r \geq a.
\] (56)

### 3.2.1. Bulging with a constant contact profile

In general, the point \( a \) at which the elastic solid and the plate separate upon increasing deformation is dependent on the respective contact profile \( \delta(r) \). To simplify the determination of this specific point, we consider the simplifying assumption \( \delta(r) = \delta \) for \( r > a \). This constant profile guarantees that \( a \) is fixed by the geometry of the contact plate and does not change with the deformation. However, for a constant profile, the usual Abel transform (56) does not converge. This problem can be circumvented, first by defining a one-parameter family of functions

\[
g_b(s) = \begin{cases} 
\frac{E}{2(1 - \nu^2)} \frac{h}{a}, & 0 < s < b, \\
0, & s \geq b,
\end{cases}
\] (57)

and accordingly,

\[
\phi_b = \frac{Eh}{\pi a(\nu^2 - 1)} \Im \left( \int_a^b s \mathcal{F}(r, s) \, ds \right).
\] (58)

Second, by choosing \( C_\nu = (\delta - hb/a) \) in (50) and taking the limit \( b \to \infty \), we verify that the boundary conditions on the vertical displacements in the contact region are satisfied since

\[
\bar{u}_z = \delta + \lim_{b \to \infty} \left( - \int_r^b \frac{hs}{\sqrt{s^2 - r^2}} \, ds - \frac{hb}{a} \right) = \delta, \quad r > a.
\] (59)

The displacements in the bulge region are then given by

\[
\bar{u}_z = \delta + \lim_{b \to \infty} \left( - \int_a^b \frac{hs}{\sqrt{s^2 - r^2}} \, ds - \frac{hb}{a} \right) = \delta - \frac{h}{a} \sqrt{a^2 - r^2}, \quad r < a.
\] (60)

Without loss of generality, we choose \( \delta = 0 \) in the above expression to obtain the bulge shape

\[
\bar{u}_z(r) = - \frac{h}{a} \sqrt{a^2 - r^2}, \quad r < a.
\] (61)

Geometrically, the bulge is a hemisphere, vertically rescaled by a factor \( h/a \). The displacements at all points in the body can be computed from the general relationship between the displacements and the potential function,

\[
u \phi_{z} = \frac{1 + \nu}{E} \left( 2 \frac{\partial^2 \phi}{\partial z^2} - 2(1 - \nu) \frac{\partial \phi}{\partial z} \right) + C_z,
\] (62)

\[
u \phi_{r} = \frac{1 + \nu}{E} \left( 2 \frac{\partial^2 \phi}{\partial r \partial z} - (1 - 2\nu) \frac{\partial \phi}{\partial r} \right) + C_r.
\] (63)

These relationships are understood in the same limit sense as the surface displacements, obtained by evaluating all quantities on the right-hand-sides up to a fixed value \( b \), and taking the limit \( b \to \infty \) with the proper choice of the constants to remove the divergence. These displacements are illustrated in Fig. 10 for the particular choice of \( \nu = 0.3 \) and \( h = 0.733 \).

![Fig. 10. Displacements and bulge shape in the deformed configuration. The slice is taken at \( y = 0 \) of the deformed half-space. The red initially vertical and blue initially horizontal curves correspond to the deformed lines of constant \( r \) and constant \( z \), respectively. Here, \( E = a = 1 \), \( \nu = 0.3 \), and \( h = 0.733 \). (For interpretation of the references to color in this figure caption, the reader is referred to the web version of this paper.)](image-url)
To understand the range of validity of the linear approximation, we compare the surface profiles with finite-element simulations of an incompressible neo-Hookean material under the same contact conditions (note that the surface displacements do not depend on the choice of the Poisson ratio). The comparison shown in Fig. 11 suggests that the linear solution is an excellent approximation of the nonlinear solution for values of \( h/a \gtrsim 0.27 \), which we take as the domain of validity. We also note that in this range, the two-dimensional solution \((31)\) obtained under plane strain conditions, is also an excellent approximation of the profile as the two profiles are indistinguishable for \( h/a \) small enough. For larger values of \( h/a \), the linear solution looses its validity. There are two effects at play: First, large rotations are observed close to the contact point, see Fig. 10. Typically, the linear elastic solution fails to properly account for finite rotations. Second, the vertical boundary conditions at the point of contact necessary for the finite-element simulation play an increasingly important role. These conditions can also be implemented within the linear theory of elasticity by appropriately choosing \( \delta(r) \) in \((56)\). However, in this regime, the solution looses its generic features and the shape will depend strongly on the boundary conditions.

Since, the bulge is a solid of revolution, its volume can be directly obtained by rescaling the volume of a hemisphere,

\[ V_{\text{bulge}} = \frac{2}{3} \pi a^2 h. \tag{64} \]

If the tissue is nearly incompressible, this extra volume corresponds to the addition of mass due to fluid intake.

Next, we turn our attention to the stresses generated in bulging solids. Two components of the stress field are particularly relevant in the case of decompressive craniectomy: the shear stresses \( T_{rz} \) and the vertical stresses \( T_{zz} \). These components of the stress tensor are obtained from the potential as

\[ T_{rz} = z \frac{\partial^2 \phi}{\partial a \partial z^2}, \quad T_{zz} = z \frac{\partial^3 \phi}{\partial z^3} - \frac{\partial^2 \phi}{\partial a^2}. \tag{65} \]

First, we consider the shear stresses which are classically associated with the notion of damage in ductile materials. These stresses, shown in Fig. 12, also exhibit the characteristic damage drops found in the plane strain case. In analogy to the damage criterion \((36)\), we now define the damage drops as regions of high absolute shear stress, such that

\[ |T_{rz}| > \frac{E}{1 + \nu} \gamma_{\text{crit}} \tag{66} \]

for a fixed maximal shear strain \( \gamma_{\text{crit}} \). Unlike in the two-dimensional case, there is no simple characterization of the shear stresses. Nevertheless, we can study their asymptotic behavior close to the contact point. We expand the shear stresses \((65)\) for small values of \( \rho \), where \( a \rho \) is the distance between a material point and the boundary point, such that \( r = a(1 + \rho \cos \alpha) \) and \( z = a \rho \sin \alpha \). We consider the first two non-vanishing terms of this expansion obtained to order \( O(\rho^{3/2}) \):

\[ T_{rz}^{\text{app}} = -\frac{E}{4 \sqrt{2} (1 - \nu^2) a} \frac{h}{\rho^2} \sin \alpha \left[ \cos \frac{3 \alpha}{2} - \frac{\rho}{4} \left( 6 \cos \frac{\alpha}{2} + \cos \frac{5 \alpha}{2} \right) \right] \tag{67} \]

For large enough \( \gamma_{\text{crit}} \), there are two damage drops defined by \((66)\) as shown in Fig. 13. Remarkably, from the dominant terms in \((67)\), the orientations of these two drops are given by the same expressions as in the two-dimensional case:

\[ \alpha_z = 2 \tan^{-1} \left[ \frac{1}{2} \sqrt{\frac{1}{3} \left( 13 \pm \sqrt{145} \right)} \right]. \tag{68} \]
The total volume of these drops in this range is well approximated by
\[
V_{\text{drop}} \approx a^3 \left( \frac{h^2}{a^2 \eta_{\text{crit}}(1-\nu)^2} + \frac{h^4}{a^4 \eta_{\text{crit}}(1-\nu)^4} \right).
\]

We observe that in the range of validity, \(h/\eta_{\text{crit}} \lesssim 0\) the volume of the damage drops increases initially with the height of the bulge as \(h/a\).

So far, we have focused on tissue damage at the point of contact where the highest absolute shear stress is observed. Another important source of damage in brain trauma is associated with excessive stretch of axon fibers. Since we have neglected material anisotropy thus far, we have not included the mechanical effect of axon fiber direction in our model. However, if we assume that axon bundles are oriented normal to the surface in the reference configuration, we can investigate their length change by considering the stretch of vertical material lines. In terms of the harmonic potential, the vertical stretch \(\lambda_z = 1 + \partial_z^2\) is given by
\[
\lambda_z(\nu) = 1 + \frac{1 + \nu}{E} \lim_{b \to \infty} \left( \frac{\partial^3 \phi_b}{\partial z^3} + (2\nu - 1) \frac{\partial^3 \phi_b}{\partial z^3} \right).
\]

As expected, the stretch is minimal at the point of contact with the same singularity in \(1/\sqrt{\rho}\) as the shear stress. The stretch is maximal on the axis of symmetry at \(r=0\) as illustrated in Fig. 14. This maximum is located at \(z_{\text{max}} = a\sqrt{\nu/(2-\nu)}\). At this point, the stretch becomes maximal when the last term in (70) vanishes, that is, in the incompressible limit as \(\nu \to 1/2\). In this limit, the stretch on the axis is simply given by
\[
\lambda_z(1/2) = 1 + \frac{2hza^2}{(a^2 + z^2)^2},
\]
with the maximal value.
Fig. 13. Approximation of the size and inclination of the damage drops. Comparison of the approximation (solid blue line) with the exact solution (red dashed line) for $c = \frac{x_{cm}}{h}$, $\nu = 0.45$, and $Eh/a = 1$. (For interpretation of the references to color in this figure caption, the reader is referred to the web version of this paper.)

Fig. 14. Vertical strains in the reference configuration. Strains take maximum values larger than 20% along the axis of symmetry at $x = 0$. Here, $\nu = 0.45$, $h = 1/2$, and $E = 1$. 
This is an interesting generic result. As discussed in Section 1.3, axonal damage may appear for strains as low as 3–5% and significant levels of cell injury occur when the axonal strains reach 20%. From (72), we see that the stretch level of \( \lambda_{\text{max}} = 1.2 \) is achieved when \( h/a \approx 0.3 \). We conclude that significant levels of axonal damage will occur if \( a \) is not large enough. As a simple estimate, if we limit the height of the bulge to a maximum of \( h/a = 0.3 \), then from (64) the minimal size for \( a \) is found to be

\[
a_{\text{min}} = \left( \frac{5}{\pi} V_{\text{bulge}} \right)^{1/3}.
\]

(73)

This suggests that swelling volumes between 80 and 160 cm\(^3\) require a minimal diameter \( 2a_{\text{min}} \) of 10–12.6 cm, respectively, which compares favorably with the opening diameters of about 12–15 cm recommended for surgical practice.

4. Conclusion

Decompressive craniectomy is a highly invasive and complex surgical intervention that aims at an immediate release of elevated intracranial pressure to minimize potential brain damage due to ischemia or excessive herniation. The removal of the skull allows the brain to swell outward to reduce unphysiological, elevated compressive strains. As a first step in a systematic study of this problem, we considered simplified geometric and physical analogs of the problem by studying the bulging of an elastic solid when constrained by a moving boundary with a circular opening. A thorough review of existing geometric models proposed in the medical literature and a study of their explicit relationships between geometric quantities show that these models have little to offer, neither for our understanding of the problem, nor for providing general guidelines for medical treatment as they require the knowledge of both the bulging angle and height of the bulge. A judicious choice of these parameters provides an \textit{a posteriori} justification of surgical practices without much scientific merit.

The mechanical investigation of bulging, however, reveals a number of interesting features. When studied within the framework of small deformations, exact solutions for the bulging of a half-space can be completely solved under the assumption of plane strain, plane stress, and axisymmetry. These solutions follow from classical methods in contact mechanics that are adapted for the problem at hand. Using these methods, the bulging shape is found explicitly in a concise form and was found to match well with finite-element simulations, even for moderate deformations. The study of stress suggests the introduction of damage drops, which are drop-like zones of high and low shear stress with singularities that scale as the inverse square root of the distance from the opening. From the exact solution, we can obtain simple asymptotic estimates for the size, orientation, and shape of these damage drops. As expected, the maximal stretch of vertical material lines is located on the axis of symmetry. The location and magnitude of this maximal stretch is found explicitly and adopts a particularly simple and useful form in the incompressible limit. Interestingly, most of the features uncovered during our analysis – the shape of the bulge, the orientation of the drops, and the singularities of the profile – do not depend on the particular choice of material or boundary conditions. In fact, we expect these solutions to be generic for any type of bulging problem.

Our present analysis is clearly limited by the study of an idealized configuration which disregards the anatomically complex geometry of the brain as well as tissue anisotropy, heterogeneity, and rheology. Nevertheless, it provides a theoretical foundation for the generic problem of bulging and a guide for general geometric configurations. In companion publications, we complement the present theoretical study with an exhaustive computational study of bulging in spherical geometry (Weickenmeier et al., 2016a) and in realistic geometry (Weickenmeier et al., 2016a, 2016b) based on an anatomically detailed personalized finite-element model of the skull and brain.
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