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This review deals with biomechanical aspects of growth (mass change), remodeling (property change), and morphogenesis (shape change) in living systems. The emphasis is on theoretical models, but relevant experimental results also are discussed. As an aid to the reader, the fundamental biological terms and concepts are defined for the general problem and for each specific topic.

At the outset, the processes involved in growth, remodeling, and morphogenesis are described and placed within the context of the evolution of species. Next, some of the analytical methods used in biomechanical models for these processes are presented. Then, applications of these and other techniques to specific systems are discussed, beginning at the cellular level and proceeding upward to the tissue and organ levels.

At the cellular level, modeling and experimental studies are reviewed for cell division, cell movement, and pattern formation, and then morphogenetic mechanisms for epithelia (cell sheets) are discussed. At the tissue and organ levels, the musculoskeletal and cardiovascular systems are considered. Several models are described for growth, remodeling, and morphogenesis of bone, and mainly experimental results are examined in the cases of skeletal muscle, the heart, and arteries. Specific topics for the cardiovascular system include hypertrophy, residual stress, atherosclerosis, and embryonic development. Finally, some future research directions are suggested.
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1 INTRODUCTION

One of the outstanding problems in developmental biology is how the one-dimensional information contained in the genetic code is translated into three-dimensional form. Biological form is brought about through a combination of genetic and epigenetic (environmental) factors (Edelman, 1988). Genes direct the formation of the basic building blocks, including proteins, extracellular matrix, and adhesion molecules. However, epigenetic factors, including chemical agents and mechanical stress and strain, influence which genes are expressed and how these blocks are assembled into tissues. The dynamic interactions between the genes and the environment are poorly understood.

The generation of biological form involves the processes of growth (mass change), remodeling (property change), and morphogenesis (shape change). While these processes are most dramatic during embryonic development, organisms and their component parts continuously undergo changes in mass, properties, and form. Examples include functional adaptation of bones and muscles, wound healing, hair growth, atherosclerosis, and organ regeneration. Functional adaptation is a concept that was introduced by Wilhelm Roux in 1830 to describe growth and remodeling in response to a changing environment [see Fung (1990)].

The literature on this subject is vast. It dates back at least to Galileo Galilei (Ascenzi, 1993), who compared the dimensions of bones from animals of different sizes and suggested that their forms are determined by their function and the gravitational environment. To keep our task manageable, we focus primarily on biomechanical models of the relevant processes. For the most part, we ignore geometric models and comparative studies involving allometric scaling. Moreover, we do not consider in detail the functional design of organisms. In-depth treatments of these subjects can be found in the classic treatise of D’Arcy Thompson (1942) and the more recent work of Wainwright et al. (1976). In short, we are concerned here not with an analysis of the final form of a biological structure, but with how it acquired that form.

Furthermore, although important, most purely chemical models also are excluded. Ultimately, mechanocchemical models are required, and several of the models discussed here have chemical aspects. Finally, we note that all models must undergo experimental validation. Although all relevant data should be considered for this purpose, our discussion of experimental work is limited primarily to engineering-type studies that bear on the modeling efforts.

Overview. One purpose of this review is to give the novice reader enough background to begin research in the biomechanics of growth, remodeling, and morphogenesis. In contrast to the hundreds of biologists who have studied these topics, relatively few engineers have become involved. A likely reason for this is that these processes are largely neglected in most basic biology or physiology courses to which a bioengineer may be exposed. Thus, parts of this article are tutorial in nature.

A second purpose is to give researchers already working in one area of the field an overview of other areas. Investigators often get so involved in their own specific topic of interest that they are not exposed to work in separate but related areas, and important information may be overlooked. Reading the literature on bone remodeling, for example, may stimulate ideas that can be applied to the heart.

With these goals in mind, we first present in Sec 2 (and at the outset of the other sections) the fundamental biological concepts and terminology required to understand the relevant literature. Then, Sec 3 discusses generic analytical methods that have been developed to handle continuum formulations of these problems. Next, Sec 4 considers specific models for individual cells, and Sec 5 discusses the motions and shaping of cell sheets. Finally, biomechanical aspects of growth, remodeling, and morphogenesis are discussed for the musculoskeletal and cardiovascular systems in Secs 6 and 7, respectively, and possible directions for future research are presented in Sec 8.

Before beginning, we need to say a few words about notation and the degree of coverage. Since the subject matter involves theories derived from various fields, the standard symbols often overlap. When possible, we try to use standard notations, with symbol definitions kept consistent only within each major section.

Finally, in spite of the length of this review, several important areas have been ignored. Moreover, some specific subjects and researchers have received more attention than others. The author does not claim expertise in all of the fields examined here and apologizes for any oversights or misguided emphasis.

2 FUNDAMENTAL BIOLOGICAL CONCEPTS

This section discusses the basic concepts pertaining to growth, remodeling, and morphogenesis and their long-
time evolution. Although these processes are linked in general, most investigators have treated them separately, and we generally will do the same.

2.1 Growth

Growth, which is defined as added mass, can occur through cell division (hyperplasia), cell enlargement (hypertrophy), secretion of extracellular matrix (ECM), or accretion at external or internal surfaces. Atrophy (negative growth) can occur through cell death, cell shrinkage, or resorption. In most cases, hyperplasia and hypertrophy are mutually exclusive processes. Depending on the age of the organism and the type of tissue, one of these two growth processes dominates (Goss, 1966). The liver, for example, adds mass by cell division, but the mature heart hypertrophies. In the embryo, however, the heart grows by hyperplasia. Growth that occurs in response to changing demands on tissues and organs is called adaptive growth.

2.2 Remodeling

Remodeling involves changes in material properties. These changes, which often are adaptive, may be brought about by alterations in modulus, internal structure, strength, or density. For example, bone and heart muscle may change their internal structures through reorientation of trabeculae and muscle fibers, respectively. Furthermore, in a weightless environment, bone may lose both stiffness and mass density.

2.3 Morphogenesis

Morphogenesis is the generation of animal form. Usually, the term refers to embryonic development, but wound healing and organ regeneration are also morphogenetic events. Morphogenesis consists of a complex series of stages, each of which depends on the previous stage. During these stages, as already mentioned, genetic and environmental factors guide the spatial-temporal motions and differentiation (specialization) of cells. Although biological systems contain redundancies, a flaw in any one stage may lead to structural defects.

In the following, we discuss the main processes and environmental factors involved in morphogenesis, and their interactions.

2.3.1 Morphogenetic processes

The primary morphogenetic driving processes are cell division, cell motion, and cell death (Edelman, 1988). We already have discussed cell division, and selective cell death is no less important. For example, a lack of cell death can produce webbed feet in human babies. In the embryo, cells move either individually (mesenchyme) or in sheets (epithelial). It is notable that mesenchymal and epithelial cells can transform into one another.

The primary morphogenetic regulatory processes are differentiation and cell adhesion. Differentiation, or differential gene expression, dictates the cell type and mechanical properties. (Expressed genes are those that are active.) Cell adhesion, which also may be gene mediated, determines how cells are linked to each other and to substrates. Cells may possess stronger affinities toward certain types of cells over other types. This differential adhesion can drive cell sorting, a likely mechanism for pattern formation in some species (see Sec 4.4).

2.3.2 Environmental factors

The integration of the primary morphogenetic processes to produce form is modulated partly by the mechanochemochemical environment. The mechanical environment, defined by the state of stress and strain, drives passive cell motion and may affect active cell motion, cell division, and cell death. Moreover, mechanical factors may influence gene expression and chemical secretions. Thus, the mechanical environment likely modulates both the driving and the regulatory processes.

The chemical environment is defined primarily by morphogens and morphoregulatory molecules. Morphogens include growth factors, hormones, and induction molecules. Growth factors promote cell division, while hormones and induction molecules influence differentiation. Morphoregulatory molecules act at cell surfaces to promote cell adhesion (adhesion molecules), epithelial-mesenchymal transformation, and pathways for cell movement.

Embryonic induction is an example of a process that involves both mechanical and chemical factors. Cell motion brings certain types of cells into contact with one another. This contact stimulates the release of morphogens, which then induce differentiation into a particular type of cell.

2.3.3 Morphoregulator hypothesis

The primary morphogenetic driving processes provide the engine for the generation of biological form, and the environment provides the modulating tools. But how the various mechanisms are integrated to produce a specific structure is poorly understood. The process involves complex motions and interactions of cells that result in cells being in the right place at the right time and differentiating into the right types of cells.

Assuming that adhesion molecules play a central role in morphogenesis, Edelman (1988) proposed the morphoregulator hypothesis. This hypothesis contains a genetic and an epigenetic component. The genetic component includes gene signals that determine the appearance and function of morphoregulatory molecules. The epigenetic component consists of the primary driving processes, which function through the mechanochemochemical environment. According to the hypothesis, the link between these components lies in the actions of the morphoregulatory molecules and the signals from the cell groups formed by their actions back to the genes that
govern their function.

In other words, morphoregulatory genes specify the formation of morphoregulatory molecules, which mediate adhesion and induction of groups of cells. These mechanisms alter the mechnochemical environment, which triggers the driving processes of cell division, cell motion, and cell death to develop form. The formed group of cells then sends signals back to the genes, which adjust the morphoregulatory molecules, and so on. For more details, the reader is referred to the book by Edelman (1988).

2.4 Evolution

Each cell of an individual organism contains the same set of genes, which defines the genotype, but each cell does not express all of the genes. A muscle cell, for example, does not express the same genes as a skin cell. The genes that actually are expressed define the phenotype, which depends on the interaction of the genotype and the environment. (The environment of a muscle cell differs from that of a skin cell.) As the environment changes, the genotype remains the same (except for possible mutations), but the phenotype of an individual cell, tissue, organ, or organism may undergo adaptive changes.

Adaptive changes in phenotype characterize ontogeny, the development of individual organisms, and phylogeny, the evolutionary development of species. Morphologic evolution can be defined as changes in developmental (ontogenetic) programs during phylogeny (Oster and Alberch, 1982). Thus, understanding evolution requires an understanding of development.

The extension of Darwin's theory of evolution that is referred to as "neo-Darwinism" is based on two fundamental processes: random genetic mutation and natural selection (Alberch, 1980). According to this theory, genetic mutations produce a range of morphologies within a species, and natural selection favors the survival of those morphologies that can adapt best to their environment. The fittest have the best chances of surviving to maturity and of passing on the advantage to succeeding generations. Thus, natural selection acts on phenotype, which indirectly affects genotype, as the species slowly drifts (evolves) toward a superior gene pool.

Although still a popular theory, neo-Darwinism has difficulty explaining some features of the fossil record (Alberch, 1980, 1982). In particular, evolution is a more ordered process than would be predicted by random mutations. Examining the available data led Alberch (1980) to the following conclusions:

1. Phenotypes cluster around discrete, rather than continuous, morphologies.

2. Variability in each morphological trait is limited and quite resilient to environmental and genetic perturbations. In some cases, however, relatively large morphological changes occur in relatively short evolutionary times (Edelman, 1988), consistent with neo-Darwinism.

3. Although genetic mutations are random, "morphological mutations" are not, i.e., some morphologies are more likely than others.

Any theory of development must be consistent with these observations, which many investigators attribute to developmental constraints. These constraints can take the form of construction rules that are set by the biomechanics of morphogenesis. Mittenthal (1989), for example, proposed a set of construction rules for general development.

Attempts to integrate development and evolution have not been entirely successful. Some recent efforts have focused on the nonlinear nature of development in conjunction with physical constraints. According to this view, developmental and evolutionary alterations in form are due to organisms passing through a series of morphological bifurcations, with the actual path possibly biased by relatively minor genetic changes. This hypothesis explains the conclusions listed above as follows:

1. Each branch represents a discrete group of morphologies.

2. Away from bifurcations, a given morphological trait is relatively insensitive to perturbations. Near a bifurcation, however, a small perturbation can produce a discontinuous jump to a significantly different morphology.

3. At a bifurcation, the organism is more likely to jump to a stable branch than an unstable branch. Thus, evolution is guided along the morphological branches, and the pattern of change is not random.

It also is possible that development and evolution possess chaotic features, with changes being unpredictable but limited in magnitude (Mittenthal, 1989).

Theories have been proposed based on these ideas. One hypothesis suggests that morphological changes are the product of alterations in the timing of gene action and the rate of development (Gould, 1982). On the other hand, according to the morphoregulator hypothesis (Sec 2.3.3), alteration in the sequence of gene expression is the primary determinant of changes in form (Edelman, 1988). In both cases, relatively small changes in the regulatory behavior can produce relatively large morphological changes through a snowball-like effect.

Examples of bifurcations during development include changes in animal coat marking patterns as an animal grows (Murray, 1989) and the branching tubes in the lungs, kidneys, and salivary glands (Goldin, 1980). Models that exhibit bifurcation behavior are discussed in Secs 4.4 and 5.4.
3 FUNDAMENTAL ANALYTICAL TECHNIQUES

Growth, remodeling, and morphogenesis are interrelated and overlapping processes. In this article, we generally define growth as a change in volume, remodeling as a change in properties, and morphogenesis as an isovolumic change in shape. Moreover, we distinguish between volumetric and surface growth. In this section, we discuss some of the methods that have been proposed to analyze these processes within the context of continuum mechanics. For generality, the focus here is on theories for finite growth and finite deformation.

3.1 Growth

Mathematical descriptions of growth in plants and animals have been published since the 1940s (Thompson, 1942; McMahon, 1973; Silk and Erickson, 1979; Wilson and Archer, 1979; Cox and Peacock, 1978, 1979). Most of these analyses are purely kinematic, and many borrow from the methods of continuum mechanics to describe, for example, growth rates and velocity fields. During the last quarter century, mechanical theories of growth have been formulated, beginning with a study of uniform growth by Hsu (1968) and the theory of adaptive elasticity proposed by Cowin and Hagedus (1976) (see Sec 6.1.4). These initial theories laid the foundation for later work.

Skalak and coworkers (1981; 1982) formalized the general kinematic descriptions of finite volumetric and surface growth. In qualitative terms, they also discussed growth discontinuities and the interaction of stress and growth. Moreover, Skalak (1981) pointed out that if the growth strains of each element of an originally unloaded and stress-free body are geometrically compatible, then the body remains stress-free after the growth occurs. If the growth strains are incompatible, however, internal (residual) stresses are generated, i.e., stresses remain when all external loads are removed. In recent years, researchers have come to realize the importance of residual stress in biomechanics.

Residual stresses in biological tissues have been observed for a long time. When skin is cut, the wound opens, and when a segment is cut from an artery, it shortens, indicating residual tension in the intact tissues. Cutting is a common technique used to investigate residual stress. Using this method, Belousov et al. (1975) investigated the patterns of internal stresses in embryos, and Bekesy (1960) found that the basilar membrane of the cochlea is not residually stressed and is, therefore, not truly a "membrane" in a mechanical sense.

In a series of papers, Fung and colleagues experimentally demonstrated the existence of residual strains in arteries (Liu and Fung, 1988; Han and Fung, 1991a; Fung and Liu, 1992), veins (Xie et al., 1991; Fung and Liu, 1992), the heart (Omens and Fung, 1990), and the trachea (Han and Fung, 1991b). In addition, they found that the magnitudes of the residual strains in arteries change when the blood pressure is altered (Fung and Liu, 1989, 1991; Liu and Fung, 1989). Fung (1990) suggested that these changes are due to differential growth and remodeling. (See also Secs 7.1.3 and 7.2.2.)

While it is now clear that residual stresses exist and undergo dynamic changes in biological tissues, the purpose of these stresses is not well understood. As discussed by Fung (1991), one possibility is to provide more uniform stresses in the loaded tissue than would occur otherwise, yielding a more efficient load-bearing structure. To investigate this hypothesis, Chuong and Fung (1986b; 1986a) used a nonlinear pseudelastic analysis to show that the presence of residual strain substantially reduces wall stress gradients in arteries subjected to physiological pressure loads (see Sec 7.2.2 and Fig 51). Their treatment formed the basis for similar analyses of the mature left ventricle (Guccione et al., 1991; Taber, 1991) and the embryonic heart (Taber et al., 1992; Yang et al., 1994) and laid the foundation for later generalizations of the theory. Takamizawa and Matsuda (1990) formalized the general boundary-value problem for including residual strain effects in soft tissues.

These studies accounted for the effects of growth on stress but not the effects of stress on growth. Hsu (1968) and Cowin and Hagedus (1976) proposed general forms for stress-growth constitutive relations, and Fung (1990; 1991) postulated a relatively simple relation between the growth rate and the stress (see Eq (8) below), but these equations await experimental confirmation. Recently, combining and extending the ideas of Skalak, Fung, and coworkers, Rodriguez et al. (1994) formulated a continuum theory that accounts for the coupling between stress and finite growth. Next, we discuss in detail the fundamental aspects of some of these theories. Other theories and applications are discussed in later sections.

3.1.1 Volumetric growth

From a mechanics perspective, as pointed out by Skalak (1981), volumetric growth is analogous to thermal expansion. In linear elastic problems, growth (and thermal) stresses can be superposed on the mechanical stress field, but in nonlinear problems, another approach must be used. The fundamental idea is to refer the strain measures in the constitutive (stress-strain) equations of each material element to its current zero-stress configuration, which changes as the element grows. Following Rodriguez et al. (1994), we now formalize this approach mathematically.

Consider an elastic body $B$ at time $t_0$ that is unloaded and free of stress (Fig 1). Imagine that the body is cut into infinitesimal elements, each of which then undergoes volumetric growth. The growth of each element may be anisotropic and may consist of either added or subtracted volume. Note that, in this macroscopic description, each element may consist of one or several cells, with hyperplasia and hypertrophy being mechanically equivalent.

After growing, each of the cut elements remains stress-free (the Cauchy stress tensor $\sigma = 0$), but the elements
may no longer be geometrically compatible. The collection of these locally deformed elements makes up the body $B(t_1)$, which can be considered a global Riemannian manifold (Takizawa and Matsuda, 1990). The deformation from $B(t_0)$ to $B(t_1)$ is described by the growth deformation gradient tensor $F_g$ (Fig 1).

We assume that $F_g$ can be found through experiments, e.g., by cutting, or by solving a boundary-value problem involving a growth-stress constitutive equation, as discussed later in this section.

The elements of $B(t_1)$ now are reassembled into the body $B'(t_1)$. If the elements are not geometrically compatible, they must be deformed to make them fit together. This additional deformation, described by the elastic deformation gradient tensor $F_e$ (Fig 1), gives rise to residual elastic stress $\sigma_0$. (The applied loads required for this process are removed after the elements are “glued” together.) Finally, external loads are applied to $B'(t_1)$, deforming the body through $F_e$ into $b(t)$.

When using the Lagrangian description to solve solid mechanics problems, it is convenient to choose a reference configuration that does not change with time. During growth, the body $B(t_0)$ serves this purpose. On the other hand, if the growth is completed, then $B'(t_1)$ may be a useful reference configuration for the loading step. For zero stress to correspond to zero strain, however, the strain measures in the constitutive relations always must be referred to the current zero-stress configuration $B(t_1)$, which is time-dependent in general.

If $B(t_0)$ is chosen as the reference configuration, then the field equations are formulated in terms of the total deformation gradient

$$F = F_e \cdot F_e \cdot F_g.$$  

These field equations are the same as those used in classical finite elasticity theory (Green and Zerna, 1968). However, the constitutive relations have the form

$$\sigma = \sigma(C_{te})$$  

where

$$C_{te} = F_{te}^T \cdot F_{te}$$

is the right Cauchy-Green deformation tensor. Referred to the material coordinates in $B(t_1)$, $C_{te}$ is given in terms of

$$F_{te} = F_e \cdot F_e,$$

which is the deformation gradient tensor of $b(t)$ relative to $B(t_1)$. If the material properties change during growth, then equation (2) must be modified to read

$$\sigma = \sigma(C_{te}, C_g)$$

where $C_g = F_{tg}^T \cdot F_g$.

Two sets of stresses are of interest: the residual stress $\sigma_0$ in $B'(t_1)$ and the total stress $\sigma$ in $b(t)$. The residual stress can be found by choosing a form for the deformation field that ensures compatibility of $F = F_e \cdot F_g$, and then solving the boundary-value problem with $F_e = I$ and traction-free boundary conditions. The stress $\sigma$ can be computed similarly, but now $F_e \neq I$, $F$ is given by equation (1), and the boundary conditions are inhomogeneous. If residual stresses are not of interest, then it is not necessary to compute $F_{te}$; $F_{te}$ can be used as the principal deformation variable. Finally, we note that, since growth is not an isovolumetric process, then det $F_e \neq 1$ (det $F_g > 1$ for added volume and det $F_g < 1$ for removed volume). If, however, the material excluding growth is incompressible, then det $F_{te} = 1$, and the stress-strain relations must contain a hydrostatic pressure term.

Thus far, we have considered how to determine the effects of growth on stress. In general, we also must account for the effects of stress on growth. Actually, it is not yet clear which mechanical quantity, e.g., stress, strain, or strain energy, modulates growth. Experimental data can be found to support each. Moreover, the driving mechanism may be tissue-dependent, and so, unfortunately, a universal mechano-growth law may not exist.

Cowin (1984) argued that strain is probably the mechanical growth factor, since cells can measure strain but not stress with specialized receptors. As pointed out by Rodriguez et al. (1994), however, strain depends on the choice of a reference configuration, whereas the Cauchy (true) stress does not. While the zero-stress state may seem a logical choice for the reference configuration for strain, it may be time-dependent. Moreover, it is likely that tissues never experience the zero-stress state in vivo, and so there is no basis for sensing an absolute measure of strain. One example that supports stress as the key factor is the heart, which adapts to changes in blood pressure by growing so as to keep average wall stresses nearly constant ( McMahon, 1984) (see Secs 7.1.2 and 7.1.3). On the other hand, stress rate and strain rate also are possibilities that do not have this drawback if defined in an Eulerian sense, and strain may be an appropriate choice for
bone and other hard tissues that undergo small (linear) deformations (Thompson, 1942; Cowin and Van Buskirk, 1979; Cowin and Firoozbaksh, 1981). Moreover, in muscle the optimal sarcomere length may serve as a reference length for strain. Further discussion of these points for bone and heart muscle can be found in Secs 6.1.1 and 7.1.2–7.1.3, respectively.

Stress-dependent growth can be included in the analysis through a constitutive relation of the form

$$F_g = F_g(\sigma) \quad \text{or} \quad \dot{F}_g = \dot{F}_g(\sigma)$$

(6)

with $\sigma$ being an implicit function of time. The second form may be more realistic physiologically, since experiments show that the growth rate increases with the magnitude of the applied stress (Curtis and Seehar, 1978). ($\dot{F}_g$ can be integrated to obtain $F_g$.) Note that $F_g$ contains a rigid-body rotational component, which should not affect the stresses and can be lumped into the deformation given by $F_{te}$. Furthermore, if a growth-equilibrium stress state $\sigma^*$ exists, then we can take (Rodriguez et al., 1994)

$$F_g = F_g(\sigma - R \cdot \sigma^* \cdot R^T) \quad \text{or} \quad \dot{F}_g = \dot{F}_g(\sigma - R \cdot \sigma^* \cdot R^T)$$

(7)

where $R$ is the rotation tensor from the growth equilibrium state to the loaded state.

A specific form of this last equation was proposed by Fung (1990, 1991) in the form

$$\dot{m} = C(s - a)k_1(b - s)k_2(s - c)k_3$$

(8)

where $m$ is the mass rate of growth, $s$ is a suitable measure of stress, and $C$, $a$, $b$, $c$, $k_1$, $k_2$, and $k_3$ are constants to be determined experimentally. This relation contains three growth-equilibrium stresses (Fig 2) for the following reasons. First, point $a$ represents the normal physiological state. Stresses somewhat lower than $a$ produce atrophy ($\dot{m} < 0$), while stresses somewhat higher than $a$ induce hypertrophy ($\dot{m} > 0$). Second, since $\dot{m} > 0$ in stress-free tissue culture ($s = 0$), the curve must pass through equilibrium point $c$. Third, if the stress is too large ($s > b$), resorption may occur, e.g., in a bone. Thus, the third equilibrium point $b$, which may represent the state of a bone with a screw inserted, must be present.

Once $\dot{F}_g$ and $F_g$ are known, then the growth rate of deformation tensor can be computed from (Rodriguez et al., 1994)

$$D_g = \frac{1}{2}(\dot{F}_g \cdot F_g^{-1} + F_g^{-T} \cdot \dot{F}_g')$$

(9)

where dot denotes partial differentiation with respect to time $t$. In addition, the rate of volumetric growth is (Skalak et al., 1982)

$$\frac{1}{V} \frac{dV}{dt} = \text{tr} D_g$$

(10)

where $V$ is the growth volume.

3.1.2 Surface growth

Bones, shells, horns, and branches grow primarily by accretion or resorption at a surface. This type of growth often occurs without generating residual stress. The following discussion is based on the formulation of Skalak (1981) and Skalak et al. (1982).

Consider a surface $S_0$, which has material regions $R_1$ and $R_2$ on either side (Fig 3a). Each point on $S_0$ is located by the surface coordinates $\xi_\alpha (\alpha = 1, 2)$. At $t = 0$, material grows from both sides of $S_0$, forming the new regions $R_3$ and $R_4$, which push $R_1$ and $R_2$ outward (Fig 3b), and new surfaces $S_1$ and $S_2$ separate $R_1$ and $R_2$ from $R_3$ and $R_4$. Of course, volumetric growth may occur in each of these regions, but we ignore this possibility here.

Initially, each point in $R_1$ and $R_2$ is located by $X$, which serves as a set of material coordinates, but each point on $S_0$ gives rise to an infinite number of particles in $R_3$ and $R_4$. To circumvent the redundancy of the material coordinates in these newly formed regions, Skalak (1981) and Skalak et al. (1982) introduced a second variable $\tau$, which gives the time at which each new particle is formed. Then, the spatial position of a new particle is

$$x = x(\xi_\alpha, \tau, t)$$

(11)

where $0 \leq \tau \leq t$. Since the surfaces $S_1$ and $S_2$ represent the first of the newly formed material, their points are located by $x(\xi_\alpha, 0, t)$, while the position of $S_0$ at any time is given by $x(\xi_\alpha, t, t) \equiv x_0(\xi_\alpha, t)$. The locus of points in each region $R_3$ and $R_4$ is located by a separate equation of the form of (11) with $0 < \tau < t$. 

---

Fig 2. Postulated mass rate of growth versus stress relation. [From Fung (1990)]

Fig 3. Geometry of surface growth. [From Skalak et al. (1982)]
Now, the velocity of a point on \( S_0 \) is
\[
\mathbf{v}_0 = \mathbf{x}_0(\mathbf{c}_t, t),
\]
(12)
and the velocity of a point in \( R_3 \) or \( R_4 \) is
\[
\mathbf{v} = \dot{\mathbf{x}}(\mathbf{c}_t, t, t).
\]
(13)
Although \( \mathbf{x} \) must be continuous between \( R_3 \) (or \( R_4 \)) and \( S_0 \), the material velocity \( \mathbf{v} \) adjacent to \( S_0 \) is not necessarily equal to the surface velocity \( \mathbf{v}_0 \), with the relative growth velocity being
\[
\dot{\mathbf{v}} = \dot{\mathbf{v}} - \mathbf{v}_0.
\]
(14)
The component of \( \dot{\mathbf{v}} \) normal to \( S_0 \) may differ on each side of this surface; a positive (negative) component corresponds to accretion (resorption). If the tangential components differ, slippage occurs during growth. Skalak et al. (1982) applied this theory to illustrative examples.

3.2 Remodeling

This section considers a theory for remodeling of the internal architecture in general fibrous tissues. Cowin (1986; 1990; 1992) originally developed a form of this theory for cancellous bone, and Tozeren and Skalak (1988) extended it to soft tissue. To date, most studies of adaptive remodeling have focused on bone (see Sec 6.1.4).

Consider a planar tissue that, in the reference configuration, is composed of sets of parallel fibers arranged so as to produce a global orthotropy. The fiber architecture can be quantified by measuring the mean intercept length \( L \) along a line at an angle \( \Theta \) to the horizontal (Fig 4), i.e., the average distance between fibers along the line. As the fiber pattern becomes less discrete, a polar plot of \( L \) versus \( \Theta \) approaches an ellipse, as given by the equation (Harrigan and Mann, 1984; Cowin, 1986)
\[
\frac{1}{L^2(\Theta)} = M_{ij}B_iB_j
\]
(15)
where the \( B_i \) are Cartesian components of the unit vector \( \mathbf{B} \) along \( L(\Theta) \), and the usual summation convention applies. In cancellous bone, this procedure yields a good approximation for an ellipse (Harrigan and Mann, 1984; Cowin, 1986, 1990).

Extending this construction to three dimensions produces an ellipsoid, and so, to a first approximation, the \( M_{ij} \) are components of a second-order tensor \( \mathbf{M} \). Based on this result, Cowin (1986) defined the fabric tensor as
\[
\mathbf{H} = \mathbf{M}^{-1/2}
\]
(16)
which characterizes the internal structure of an orthotropic material. If all eigenvalues of \( \mathbf{H} \) are distinct, the material is orthotropic; if two eigenvalues are equal, the material is transversely isotropic; and if all eigenvalues are equal, the material is isotropic.

As a tissue remodels, its fabric tensor evolves according to some constitutive law. For bone, Cowin (1990; 1992) proposed a theory based on Wolff’s law of trabecular architecture (Wolff, 1986), which states that, in remodeling equilibrium (RE), the principal directions of stress and trabeculation coincide. For finite deformation, this hypothesis implies that the principal directions of \( \mathbf{H} \) coincide with those of the second Piola-Kirchhoff stress tensor \( \mathbf{S} \), with both tensors referred to a reference configuration.\(^2\) Mathematically, Wolff’s law can be written (Cowin, 1986)
\[
\mathbf{S}' \cdot \mathbf{H}' = \mathbf{H}' \cdot \mathbf{S}'
\]
(17)
where the asterisks indicate \( \text{RE} \).

Consider now remodeling that is driven by the state of stress \( \mathbf{S} \). Depending on experiments, \( \mathbf{S} \) may represent the peak stress, the mean stress, or some other appropriate measure. Let \( \dot{\mathbf{S}}(t) \) represent \( \mathbf{S}(t) \) in principal stress coordinates, which can be defined in terms of a rigid-body rotation \( \mathbf{Q}(s)(t) \) relative to a fixed Cartesian system. In addition, let \( \mathbf{Q}(H)(t) \) be the rotation tensor from the fixed system to the principal directions of \( \mathbf{H}(t) \). Remodeling equilibrium occurs when (1) \( \mathbf{S} \) is equal to a specified equilibrium principal stress tensor \( \mathbf{S}' \) and (2) the eigenvectors of \( \mathbf{S} \) align with those of \( \mathbf{H} \). In addition, remodeling of fibers may involve a change in fiber volume fraction \( v \). Under these conditions, the constitutive equations for stress-dependent remodeling can be written in the forms
\[
\dot{\mathbf{H}} = \dot{\mathbf{H}}(\mathbf{H}, \mathbf{S}, v), \quad \dot{v} = \dot{v}(\mathbf{H}, \mathbf{S}, v)
\]
(18)
where \( \dot{\mathbf{H}} = \dot{v} = 0 \) when \( \mathbf{S} = \mathbf{S}' \) and \( \mathbf{Q}(S) = \mathbf{Q}(H) \).

Cowin (1992) called the remodeling theory described by Eqs (17) and (18) an evolutionary Wolff’s law. He proposed specific remodeling constitutive relations for bone

\(^2\)Here, the term “reference configuration” refers to a given deformation state; within this configuration, \( \mathbf{H} \) can be a function of time as the material remodels.
and worked out a numerical solution to the following example.

Consider a trabecular bone element that is in RE under an applied stress for $t \leq 0$, such that the principal directions of the stress tensor $T^0$, the strain tensor $E^0$, and the deviatoric part of the fabric tensor, $K^0 = H^0 - \frac{1}{2}I$, all coincide (Fig 5a). At time $t = 0^+$, the applied stress is changed to $T^*$ and held there for $0 < t < \infty$ (Fig 5b). The problem is to determine how $E$ and $K$ evolve in time under this new loading condition.

Qualitatively, the bone responds as follows (Cowan, 1990; Cowin et al., 1992). At $t = 0^+$, $K(t)$ remains equal to $K^0$, but $E(t)$ changes instantaneously due to the new stress system. However, if the material is anisotropic, the principal directions of $E$ and $T^*$ do not necessarily coincide (Fig 5b). The new stresses trigger the bone to begin remodeling, as the principal directions of $K(t)$ and $E(t)$ gradually move toward those of $T^*$ (Fig 5c). When RE is reached, the principal directions of the three tensors again coincide and remain that way for all time (Fig 5d).

3.3 Morphogenesis

Morphogenesis is a complex biomechanical process, involving large deformations of nonlinear, anisotropic materials. Several models have been proposed for epithelial morphogenesis (see Sec 5), but these models generally are restricted to relatively simple geometries. As models become more realistic, more general formulations will be required.

The finite element method offers a natural framework for modeling morphogenetic events. An incremental procedure is useful, with the shape of the structure updated after each time step. The new configuration then serves as the reference configuration for the next step. The driving forces for these motions are both external and internal to the tissue. The external forces are applied by adjacent cells, tissues, and extracellular matrix. (Inertia and gravity loads can be neglected during the relatively slow process of morphogenesis.) Internal forces can be modeled by a changing zero-stress configuration, similar to the method discussed in Sec 3.1.1. Recently, Claudi and Brodland (1993) and Brodland and Claudi (1994) have used finite elements to model three-dimensional invagination, neurulation, contraction wave propagation, and pattern formation in epithelia (see Sec 5 for terminology).

4 CELLS

The embryo contains two types of cells: mesenchymal and epithelial. Mesenchymal cells move and deform individually or in three-dimensional groups to construct organs, while epithelial cells move and deform together as sheets to form surfaces. The motions and deformations of both types of cells are driven and guided by external and internal forces. For example, mesenchymal cells can move by extending pseudopods and dragging themselves, or they can be dragged along by the extracellular matrix. Likewise, epithelia can spread actively by aggregate cell shape changes or passively through attachments to adjacent tissues. A knowledge of the forces involved in these motions and deformations is essential to the understanding of morphogenesis. This section considers mesenchymal cells; epithelia are considered in Sec 5.

4.1 Structure and function

A cell is composed of organelles and cytoplasm enclosed by a plasma (cell) membrane (Fig 6a). The organelles include the nucleus, where the genes reside (on the DNA), and the mitochondria, which supply the energy. The cytoplasm is a viscous fluid, and the plasma membrane is a protein network that protects the cell contents while allowing the transport of nutrients and waste products. The shape of eukaryotic (nucleated) cells is maintained by a scaffolding called the cytoskeleton, which is a fibrous network of protein filaments. Prokaryotic (non-nucleated) cells apparently do not need this struc-
tural framework. Eukaryotic cell shape is mediated primarily by three types of structural proteins: actin microfilaments, microtubules, and intermediate filaments (Fig 6b).

**Actin microfilaments** link the cytoplasm to the plasma membrane. Acting in concert with myosin, they provide a contractile mechanism similar to that of muscle. This type of activity has been implicated in protrusive cell behavior, e.g., pseudopod formation, the formation of the contractile ring during cell division, and active cell shape change. **Microtubules** are hollow struts that stabilize cell and organelle shape. These elements also appear to have a function during cell shape change, since they orient parallel to the direction of elongation in certain types of cells, but the precise mechanism is not known. Finally, **intermediate filaments** act as struts to reinforce the cytoskeleton. Gordon and Brodland (1987) have estimated the mechanical properties of these various elements.

### 4.2 Cell division

Cell division involves two primary processes: **mitosis**, or the division of the nucleus, and **cytokinesis**, or the division of the cytoplasm and cell membrane. The mechanisms of cell division have been studied for many years, and several biomechanical models have been proposed for cytokinesis since 1977. The pros and cons of these models have been the subject of a relatively recent review (Akkas, 1987), and so we present only a brief discussion here, omitting many of the details.

Models for cytokinesis fall into one of two categories: fluid mechanical or solid mechanical. In general, these models are based on one of two main hypotheses. First, according to the equatorial constriction hypothesis, a circumferential band of actin microfilaments called the **contractile ring** (CR) actively constricts to divide the cell. It is now generally accepted that the CR is essential for cytokinesis (Schroeder, 1987). Second, in the **polar relaxation hypothesis**, the cell cortex develops a global tension just before the onset of cytokinesis, a phenomenon confirmed experimentally (Mitchison and Swann, 1955; Yoneda and Dan, 1972). (The cortex is a layer of microfilaments located just below the plasma membrane, Fig 6a.) Then, the poles are stimulated to relax, and the resulting differential surface tension produces equatorial constriction. Even in this case, however, a CR is generally necessary to complete the cleavage. Recently, a critical review of the experimental data led Rappaport (1990) to conclude that equatorial constriction is the stronger of the two hypotheses, but we discuss models based on each.

The specific stimulus for cell cleavage in both hypotheses is thought to be provided by the mitotic apparatus. During mitosis, the pieces of the divided nucleus are propelled to opposite ends of the cell by microtubules that form **asters** (Fig 7), which are thought to trigger cytokinesis by interacting with the plasma membrane. In the equatorial constriction hypothesis, the asters stimulate formation of the CR, while in the polar relaxation hypothesis, the asters stimulate relaxation of the plasma membrane at the poles.

Using both experimental and theoretical methods,

---

**Fig 6.** (a) Microstructure of a cell. [From Guyton (1991)] (b) Cytoskeletal components. [From Gordon and Brodland (1987)]

**Fig 7.** Cell division. [From Gilbert (1991), copyright 1991 Sinauer Associates, Inc.]
Greenspan (1977a; 1977b; 1978) investigated polar relaxation. To demonstrate the feasibility of the hypothesis, he applied surfactant to the poles of oil droplets to locally decrease the surface tension (Greenspan, 1977a, 1978). The equators constricted, eventually dividing the droplets in half. A rigorous fluid-mechanical analysis of the problem (Greenspan, 1977b) suggested that surface flow toward the equator carries filaments to form the CR, which is needed to complete the cleavage if the cell is not entirely fluid.

Extending ideas presented in a computational simulation by White and Borisy (1983), Zinemanas and Nir (1987; 1988) treated a cell as a viscous droplet with a network of actin microfilaments embedded in its surface. In this model, cytokinesis is triggered by a chemical that diffuses from the asters to the cell surface, where it decreases the concentration of filaments. Due to the position of the asters, the poles receive the greatest amount of the chemical, producing polar relaxation. The flow then carries microfilaments toward the equator, where they reorient circumferentially and induce anisotropic contraction to complete the cleavage. In a later paper, Zinemanas and Nir (1990) added elastic and viscoelastic properties to the cell membrane. Local deformations were affected significantly, but otherwise their results changed little.

The solid mechanics models proposed to date have been based on nonlinear membrane theory (Green and Adkins, 1970). Pujara and Lardner (1979) modeled a cell as a spherical elastic membrane filled with an incompressible fluid. The volume was held constant as an inward radial displacement was specified at the equator. The results for Mooney-Rivlin and STZC (Skalak et al., 1973) membranes showed good agreement with experimental profiles during cleavage (Fig 8a). As pointed out by Akkas (1980a), however, their computed monotonically increasing fluid pressure during cytokinesis is not consistent with experimental data (Hiramoto, 1968). Using a similar model, Akkas (1980b; 1981) found that allowing the fluid volume to change or including membrane viscoelasticity does not resolve this discrepancy. Thus, Akkas (1987) concluded that the only way a membrane model can produce the correct pressure variation is if the membrane modulus first increases and then decreases during cytokinesis (Fig 8b). This issue remains unresolved.

4.3 Cell movement

During many cellular processes, cell movement is more important than cell division. In the embryo, for example, cell division adds mass, but the molding of this mass into form depends primarily on changes in cell shape and position. Cancer is another example. Abnormal cell division is bad (tumor formation), but abnormal cell motion is often worse (metastasis).

The mechanics of cell movement are not well understood. It is notable, however, that during morphogenesis, cell division and cell movement seem to be antagonistic processes (Trinkaus, 1984). Cells usually do not move and divide simultaneously, suggesting that these processes use the same machinery, e.g., microfilaments and microtubules. In addition, different types of cells
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move in different ways, and the motile behavior of the same cell may depend on the environment. For instance, fibroblasts (connective tissue cells) usually remain relatively stationary in vivo. During wound healing or when cultured on a plane substratum, however, they crawl a great deal (Trinkaus, 1984). This section considers the motions of individual cells; shape changes and the movements of cells within epithelia are discussed in Secs 5.2 and 5.3.

In general, cell motion involves four steps (Trinkaus, 1984; Harris, 1990): (1) forward protrusion; (2) adhesion of the protrusion to the external medium; (3) rearward contraction to pull the cell forward relative to the medium; and (4) detachment of the rear of the cell (Fig 9). Several experimental observations must be considered in developing a general model for active cell motion, including:

1. All protrusions except lobopodia (see below) are filled with microfilaments, and all are devoid of organelles (Trinkaus, 1984).

2. The substratum (environment) affects the mode and direction of motion (Trinkaus, 1984).

3. In general, the stronger the traction force a cell exerts on its substratum, the slower the cell moves (Harris et al., 1981; Trinkaus, 1984).

4. Cells often exhibit contact inhibition, i.e., they stop moving when they contact other cells (Trinkaus, 1984).

5. Increasing the tension in the plasma membrane reduces protrusive activity (Kolega, 1986).


7. Cytoplasmic strains and strain rates are much larger than those of the plasma membrane, at least in neutrophils (Simon and Schmid-Schonbein, 1990).

To date, models for cell motion have accounted for only certain aspects of these observations, with most models focusing primarily on the biomechanics of cellular protrusions. These protrusions fall into three primary classes (Harris, 1990):

1. **Lobopodia** (blebs) are bubble-like protrusions involving cytoplasmic flow (Fig 10a). In some cases, the lobopodium appears to be analogous to an aneurysm, i.e., a ballooning of a weak part of the plasma membrane due to the internal pressure. Amoebas use this mechanism to crawl.

2. **Lamellipodia** (ruffles) are flattened, relatively stiff protrusions involving little cytoplasmic flow (Fig 10b). These projections characterize fibroblast crawling.

3. **Filopodia** (microspikes) are thin versions of lamellipodia (Fig 10c). They seem to function principally as sensors, waving about like the antennae of an ant. These protrusions guide the direction of motion and may also help pull the cell along.

Actually, other names appear in the literature for these and similar projections. For example, filopodia-like protrusions in leukocytes are called pseudopods, protopods, or uropods (Schmid-Schönbein and Skalak, 1984). Since some recent reviews have addressed models for cell movement in detail (Skalak et al., 1990; Skalak and Zhu, 1990), the following discussion is only qualitative.

Most models for cellular protrusions involve biochemistry. For example, Odell and Frisch (1975) proposed a reaction-diffusion/flow model for pseudopod (lobopodium) extension in amoebas. They treated a pseudopod as a rigid hollow tube filled with a viscous fluid (cytoplasm) containing contractile fibers that are attached only to the tip of the pseudopod. According to this model, a chemical produced at the tip diffuses toward the cell body, triggering the cytoplasmic fibers to...
contract. The shortening fibers then drag fluid toward the tip, creating a pressure build-up that pushes the tip outward. The authors presented only a kinematic analysis of this model.

A qualitative hypothesis for cell crawling was given by Oster (1984), who assumed that lamellipodia are composed mostly of actin gel. Besides external loads, the equilibrium configuration of the gel is determined by a balance of the osmotic pressure, which tends to expand the gel, and elastic fiber stresses, which oppose this expansion. According to Oster's model, a leak at the tip of the protrusion allows calcium to enter. The calcium then breaks up actin fibers near the tip, allowing the gel to swell osmotically and force the tip outward. As calcium is resequestered, the fibers reform and contract, pulling the cell forward. This model can explain several features of cell motion, including contact inhibition as a contacted cell plugs the leak. In his paper, Oster (1984) presented governing equations but no quantitative results. Other models based on osmotic pressure as the driving force have been presented by Oster et al. (1982) and Oster and Perelson (1987).

In a series of papers, Skalak and colleagues presented models for pseudopod protrusion and retraction. Schmid-Schonbein and Skalak (1984) modeled the cell body as a membrane enclosing a viscoelastic solid and the pseudopod as a linear elastic solid composed of polymerized actin. Protrusion is triggered by polymerization, which occurs at the base of the pseudopod and produces an isotropic growth strain that increases the length of the pseudopod by $\Delta b$. The position of the base depends on the forces acting on the pseudopod (Fig 11a). Using a one-dimensional analysis, the authors examined a balance of forces due to the cytoplasmic pressure ($F_1$), the external fluid pressure ($F_2$), and the membrane tension ($F_T$). The first force pushes the pseudopod outward, while the other two oppose outward motion. The pseudopod extends when $F_1$ dominates, and, in agreement with experiments, increasing $F_T$ inhibits protrusion.

After publication of this theory, new data became available that strongly suggests that actin polymerization occurs at the tip, rather than the base, of the pseudopod. Thus, Zhu and Skalak (1988) proposed a biochemical model in which polymerization at the tip supplies the force that drives the tip outward (Fig 11b). The consequent pressure drop then draws actin-rich cytoplasm from the cell body through a porous pseudopod according to Darcy’s law. Comparison of theoretical and experimental results for the time-dependent length of the pseudopod shows good agreement. In addition, Zhu et al. (1989) examined pseudopod retraction with a model based on active contraction of the actin gel.

Finally, we mention the models for amoeboid movement that have been developed by Dembo and coworkers (Dembo, 1989; Evans and Dembo, 1990). In these models, the cytoplasm is a mixture of two viscous fluids, one representing a solvent and the other a network of actin and myosin. The analysis includes biochemical transformations between the two phases and active contraction of the network phase, as triggered by a diffusing chemical. Dembo (1989) numerically obtained intracellular flow patterns that agree with experimental observations, while Evans and Dembo (1990) examined surface growth at the tip of pseudopods [see also Alt (1990)].

### 4.4 Pattern formation

During embryonic development, the motions of cells must be coordinated so that the end result is an ordered arrangement called a pattern. Globally, the pattern represents the basic body plan. Locally, patterns provide the forms of specific organs, bones, and other structures. Patterns are species-dependent and range from the de-
signs of tiger stripes and butterfly wings to the various shapes of bones. The mathematical descriptions of relative (allometric) growth studied by Thompson (1942) are concerned primarily with patterns.

The mechanism of pattern formation is unknown. However, comparison of theoretical results with experimental observations strongly suggests that the process is governed by equations of the form (Murray, 1989)

\[
\begin{align*}
\dot{A} &= F(A, B) + D_A \nabla^2 A \\
\dot{B} &= G(A, B) + D_B \nabla^2 B
\end{align*}
\]

which define a reaction-diffusion type system. In these relations, \( A \) is an activator, \( B \) is an inhibitor, \( D_A \) and \( D_B \) are diffusion coefficients, and \( F \) and \( G \) are nonlinear functions. As discussed below, patterns arise from these equations through instabilities.

Current models for pattern formation generally fall into one of two categories: biochemical or biomechanical. Although these types of models are fundamentally different in principle, both are governed by equations essentially equivalent to Eqs (19). Since biochemical models hold a prominent place in the study of pattern formation (Harrison, 1987; Wolpert, 1978), we briefly discuss this type of model before examining biomechanical models in greater depth.

4.4.2 Biomechanical models

Whereas in biochemical models cells respond in a programmed manner to chemical concentrations, in biomechanical models they participate directly in the dynamics of pattern formation. These latter models are formulated in terms of physically meaningful parameters, and cells react actively and passively to mechanical forces. Morphogens are not necessary.

The basis of most biomechanical models of pattern formation lies largely in experimental observations of the effects of cell traction on artificial substrates. When a fibroblast is cultured on a thin rubber sheet, for example, the sheet wrinkles due to compression under the cell and tension outside the cell (Harris et al., 1980; Harris, 1984), with lines of tension radiating outward for relatively large distances from the cell (Fig 13a). Moreover, when a fibroblast is embedded and cultured in a collagen gel, the collagen fibers near the cell align in a radial pattern (Harris et al., 1984; Stopak and Harris, 1982), apparently also in response to an applied tension. The origin of the forces exerted by the cells is poorly understood, but stress fibers, i.e., aligned microfilaments, have been seen in the cytoplasm of these cultured cells (Burrige, 1981). It is notable that stress fibers have been implicated in adhesion of vascular endothelial cells to their substrate (see Sec 7.2.4). (Endothelial cells are epithelial cells that line the lumens of blood vessels and other closed cavities.) However these forces are generated, they apparently serve purposes other than those required for cell motion, since the most mobile cell types exert the weakest tractions (Harris et al., 1981; Trinkaus, 1984).

These and other data suggest that cell-generated tractions play an important role during morphogenesis and

![Fig 12. Computed animal coat patterns for animals of increasing size. [From Murray (1989)]]
pattern formation. In fact, when several fibroblasts are cultured together in a collagen gel (Harris et al., 1984), a primitive pattern forms of compacted clumps of cells connected by collagen fibers (Fig 13b). Rather than moving actively, the cells are dragged toward the clumps by "convection." In addition, Stopak and Harris (1982) effectively grew a musculoskeletal element in culture. When they embedded chick embryo muscle explants in collagen gel next to a bone, the muscle tissue became attached to the ends of the bone, and the collagen fibers aligned between the explants and stretched them much like tendons would.

Taking these experiments into account, Oster et al. (1983) proposed a biomechanical model for pattern formation based on the following main assumptions:

1. Mesenchymal cells migrate within the fibrous extracellular matrix (ECM).

2. Motile cells generate large tractions that deform the ECM.

3. The direction of cell motion is influenced by the de-

formation of the ECM and by adhesion gradients (haptotaxis).

Other assumptions and restrictions will become clear below as we present the governing equations for the model.

First, the mass conservation equations are listed. For the cells, Oster et al. (1983) write

$$\dot{n} = -\nabla \cdot J + M(n)$$  
(20)

where \(n(x, t)\) is the number of cells per unit volume at position \(x\) and time \(t\), \(J\) is the flux of cells per unit area, and \(M\) is the mitotic rate. The cell flux vector is given by the relation

$$J = [-D_1 \nabla n + D_2 \nabla(\nabla^2 n)] + [\alpha n \nabla \rho] + [n \dot{u}]$$  
(21)

in which \(D_1\) and \(D_2\) are diffusion coefficients, \(\alpha\) is an adhesion coefficient, \(\rho\) is the mass density of the ECM, and \(u\) is the ECM displacement vector. In this equation, the first bracketed term represents diffusive cell migration, the second term is the flux due to haptotaxis, and the last term is due to convection by ECM deformation. The form of the haptotaxis term is based on the assumption that cells move up an adhesive gradient as determined by the number of adhesive sites, which increase with \(n\) and \(\nabla \rho\). Furthermore, the \(D_1\) term represents short-range random motion, and the \(D_2\) term represents long-range motion due to pseudopod extension. In general, \(D_1\) and \(D_2\) can depend on the (linear) ECM strain tensor

$$\epsilon = \frac{1}{2} [\nabla u + (\nabla u)^T].$$  
(22)

In addition, the mitotic rate is taken as

$$M = n(N - n)$$  
(23)

where \(r\) is the growth rate and \(N\) is the maximum cell density. For the ECM, conservation of mass gives

$$\dot{\rho} = -\nabla \cdot (\rho \dot{u}) + S$$  
(24)

where \(S(n, \rho, u)\) is the (neglected) rate of ECM secretion by the cells.

The stress tensor for the composite material is

$$\sigma = \sigma_p + \sigma_a$$  
(25)

where \(\sigma_p\) and \(\sigma_a\) are passive and active stress tensors, respectively. For a linear viscoelastic material, Oster et al. (1983) used the expression

$$\sigma_p = \frac{E}{1 + \nu} \left( \epsilon + \frac{\nu}{1 - 2\nu} \partial I \right) + (\mu_1 \epsilon + \mu_2 \partial \frac{1}{1})$$  
(26)

in which \(\theta = \nabla \cdot u\) is the dilatation, \(I\) is the identity tensor, \(\mu_1\) is the shear viscosity, \(\mu_2\) is the bulk viscosity, \(E\) is Young’s modulus, and \(\nu\) is Poisson’s ratio. The active stress, due to cell traction, was taken in the form

$$\sigma_a = -\frac{\tau_p}{1 + \lambda \tau_p} (n + \beta \nabla^2 n) I$$  
(27)
where \( \tau, \lambda, p, \) and \( \beta \) are constants, and the first and second terms in parentheses provide the short-range and long-range contributions, respectively. Moreover, \( \lambda \geq 0 \) and \( p \geq 2 \) are parameters that define the saturation cell density, i.e., cell motion is restricted by contact inhibition.

Finally, with inertia neglected, the equation of motion is

\[
\nabla \cdot \sigma + \rho f = 0
\]  \hspace{1cm} (28)

where \( f \) is a body force per unit mass. For a substrate of stiffness \( k \), \( f = ku \) provides a foundation force.

Equations (20) [with (21) and (23)], (22), (24), (25) [with (26) and (27)], and (28) provide five equations to solve for \( n, \rho, u, \sigma, \) and \( e \). Combining these relations results in a reaction-diffusion type system, with cell traction being the primary activator and the elastic forces of the ECM being the primary inhibitor. Physically, patterns form when a local increase in cell density produces a local increase in traction, which drags cells toward the activation focus. In addition, ECM fiber alignment helps guide motile cells toward the focus. These effects are resisted by the ECM viscoelastic stresses, which limit the range of cell convection and the extent of fiber alignment. As other foci develop, pattern emerges.

To gain insight into the behavior of their model, Oster et al. (1983) performed a one-dimensional stability analysis. Unstable linear modes relative to the uniform equilibrium state were used to predict the actual nonlinear pattern. The authors concluded that increasing the domain size leads to a series of bifurcations, i.e., more activation foci, and that different patterns can arise from changes in certain n-dimensional combinations of parameters. In addition, they discussed qualitative aspects of two-dimensional pattern formation in, for example, skin-organ primordia and cartilage rudiments in developing limbs. Murray and Oster (1984) analyzed the model in more detail, and Perelson et al. (1986) confirmed the predicted stability behavior with a numerical solution of the one-dimensional nonlinear equations. Belintsev et al. (1987) described a similar but more limited model.

Oster et al. (1985) presented a variation of the aforementioned model that takes into account the swelling behavior of the ECM gel, which is composed primarily of collagen fibers embedded in hyaluronic acid (HA). The cells counteract the swelling by secreting hyaluronidase (HAase), which degrades the HA. In this model, cell traction again provides the activator, but osmotic pressure is the inhibitor. Patterns form as follows. Initially, a domain is in mecanochemical equilibrium with secretions of HA and HAase balanced. A local increase in cell traction, however, drags the cells closer together, increasing the local concentration of HAase. Near this focus, the ECM then deswells, bringing the cells even closer together, and so on.

In their study, Oster et al. (1985) ignored cell motility, cell division, adhesion, and ECM secretion. Thus, Eqs (20), (21), and (24) yield the cell and ECM conservation equations

\[
\begin{align*}
\dot{n} &= -\nabla \cdot (n\mathbf{u}) \\
\dot{\rho} &= -\nabla \cdot (\rho\mathbf{u}).
\end{align*}
\]  \hspace{1cm} (29)

In addition, since HA does not diffuse but HAase does, conservation of these quantities yields

\[
\begin{align*}
\dot{h} &= -\nabla \cdot (h\mathbf{u}) + S_h - D_h \\
\dot{a} &= D \nabla^2 a - \nabla \cdot (a\mathbf{u}) + S_a - D_a
\end{align*}
\]  \hspace{1cm} (30)

where \( h(x,t) \) and \( a(x,t) \) are the respective densities of HA and HAase, \( D \) is the diffusion coefficient for HAase, \( S_h \) and \( S_a \) are secretion rates, and \( D_h \) and \( D_a \) are degradation rates.

The constitutive law for the total stress tensor was taken in the form of Eq (25) with

\[
\sigma_p = E[\varepsilon - \alpha \nabla^2 \varepsilon] + \mu \dot{\varepsilon} - \Pi
\]  \hspace{1cm} (31)

replacing Eq (26), and \( \sigma_a \) was again provided by Eq (27).

Here, the \( \alpha \) term is a long-range effect and the osmotic pressure is given by

\[
\Pi = \gamma h^2/(1 + \theta)
\]  \hspace{1cm} (32)

where \( \theta \) is the dilatation and \( \gamma \) is a constant.

The authors used this formulation specifically to model chondrogenesis, the formation of cartilage. A one-dimensional analysis showed that the model can produce patterns similar to those of the previous model. More details of this model related to skeletal development are discussed in Sec 6.1.5.

4.5 Response to stress

Comparative anatomy studies strongly suggest that form depends on mechanical stresses, often including those due to the force of gravity (Thompson, 1942; Wainwright et al., 1976). In addition, direct experimental evidence indicates that stress influences growth, adaptation, and morphogenesis. This section discusses some of this evidence at the cellular level. Other cellular and tissue-level data are considered in later sections.

The effects of stress on growth have been investigated by culturing cells on artificial substrates, which are then stretched. For example, Curtis and Seehar (1978) cultured chick embryo fibroblasts on a fabric mesh. When pulled along one direction, the mesh changed shape with little change in area, thereby shearing the cells. Due to an oscillating deformation, the rate of mitosis increased. Bovine aortic endothelial cells respond similarly (Sumpio et al., 1987). It is not clear, however, whether it is the imposed stress itself or the stress-induced shape change that stimulates cell division. Evidence supporting the latter mechanism was obtained by Folkman and Moscona (1978), who altered substratum adhesiveness to examine more directly the effect of cell shape change. In response to increased adhesion, bovine endothelial cells flattened and divided faster.
When loading conditions change, cells often realign (remodel) to adapt to the altered biomechanical environment. Rotating and transplanting tissue segments in amphibian embryos, Belousov (1980) found that the tissues reorient according to the stress field in the host environment. In addition, Belousov et al. (1988) cultured early embryonic amphibian cells on rubber sheets. When the sheet was not deformed, the cells migrated or remained undifferentiated. When the sheet was stretched for a sufficiently long time, however, the cells developed normally and aligned perpendicular to the direction of stretch. Similar experiments with fibroblasts, endothelial cells, and embryonic myocytes produce the same kind of realignment (Buck, 1980; Shirinsky et al., 1989; Dartsch and Betz, 1989; Terracio et al., 1990; Gilbert et al., 1994).

Cells exposed to fluid flow also alter their orientation. For instance, cultured vascular endothelial cells exposed to laminar flow elongate parallel to the direction of flow (Nerem, 1990). The degree of elongation depends on the level of fluid shear stress, the duration of exposure, and the character of the substratum. As discussed in Sec 7.2.4, the available data suggest that these shape changes are likely due to active processes.

Explanations have been offered for the seemingly conflicting results given by the stretching and flow experiments involving endothelial cells. In both types of loading, stress fibers (see Sec 4.4.2) form in the direction of cell alignment (Dewey et al., 1981; Wong et al., 1983; White et al., 1983; Franke et al., 1984; White and Fujitawa, 1986; Shirinsky et al., 1989). These fibers are relatively stiff structures associated with adhesive contacts on substrata (see Sec 7.2.4). Thus, alignment perpendicular to the direction of stretch may be a defense mechanism that allows the cells to avoid being stretched while maintaining contact with the substrate (Buck, 1980; Shirinsky et al., 1989). On the other hand, alignment parallel to the direction of flow would enable the cells to more effectively resist being torn from the substrate by shear stress (Shirinsky et al., 1989).

The signaling mechanism that links the mechanical environment to cell function is unknown. Speculation has centered on, for example, shape change through the actin cytoskeleton (Hay and Svoboda, 1989; Watson, 1991) and stretch-activated ion channels (Sachs, 1986). In addition, according to Hay and Svoboda (1989), shape changes can activate certain genes.

5 EPITHELIA

5.1 Structure and function

An epithelium is a tightly linked sheet of cells that exhibits apical-basal polarity. The apical surface of the sheet faces the exterior or luminal spaces, and the basal surface faces groups of cells (mesenchyme) or extracellular matrix in vertebrates and fluid in invertebrates. Epithelia line the interior and exterior surfaces of tissues and organs, providing protection from chemicals and other environmental factors. The component cells are bound together by two sets of circumferentially distributed junctions, which are mediated by adhesion molecules. During morphogenesis, epithelia undergo both passive and active shape changes. In general, these deformations can be grouped into two categories: global and local.

Global epithelial deformations include surface-area changes and constant-area cell rearrangements. During morphogenesis, epithelial spreading (area increase) is much more common than contraction (Fristrom, 1988). Examples of spreading include wound closure and the process of epiboly, whereby an epithelium expands to enclose the interior of the early embryo. Cell rearrangement involves an exchange of neighbors without gaps appearing in the sheet or the permeability barrier being disrupted. How this phenomenon occurs among the tightly coupled cells remains largely a mystery.

Local epithelial deformations include invagination, evagination, folding, and placode formation. Invagination is a localized inpocketing with the apical surface of the sheet located on the concave side (Fig 14). A classic example is amphibian gastrulation (Fig 15a), a process that organizes the early embryo into the primary germ layers from which the various organs eventually derive. The first phase of gastrulation involves an inward dimpling of the outer cell layer of the blastula, which is a hollow, fluid-filled ball of cells resulting from the initial series of divisions of the egg. In the second phase, the dimple extends across the embryo to the opposite side, where the mouth forms. Completion of gastrulation yields the primitive gut, with the archenteron connecting the dimpled blastopore to the mouth. Invagination along a line forms a furrow. An example of this latter process is neurulation (Fig 15b), i.e., the formation of the hollow neural tube, which later differentiates into the brain and spinal cord.

Evagination is a localized outpocketing of an epithelium with the apical surface located on the convex side (Fig 14). This process is relatively rare, with examples including the formation of feathers and scales. Evagination along a line produces a ridge.

Folds are alternating series of invaginations and evaginations (Fig 14). While single invaginations and evaginations are thought to involve active deformation, folds

![Fig 14. Invagination, evagination, and folding of epithelium. [From Fristrom (1988)]](image-url)
are likely a passive response to external forces. Consider, for example, the part of the retinal epithelium called the ciliary body. During avian eye development, this sheet develops radial folds along the edge that is attached to the relatively rigid pupillary ring (Fig 16). This structure can be modeled as a spherical membrane with a rigid circular inclusion and an internal (intraocular) pressure. The folds apparently are due to circumferential buckling of the membrane near the inclusion.

Finally, a **placode** is a columnarization of a local group of cells in an epithelium. Placodes consistently signal the onset of an invagination (Fig 17), the significance of which is discussed in the next section.

### 5.2 Morphogenetic mechanisms

Although epithelial motions and deformations have been studied extensively, the driving mechanisms remain poorly understood in most cases. The available experimental data paint an inconsistent picture. Thus, the proposed mechanisms discussed in this section have not been validated completely, even for the most basic morphogenetic processes.

#### 5.2.1 Global shape changes

Dimensional changes of an epithelium can be produced by passive stretching, active cell shape change, addition of cells, or cell rearrangement. A morphogenetic event may involve the simultaneous actions of more than one of these processes.
Passive stretching. An epithelium can be stretched passively by tractions applied by adjacent tissues, but in some cases, the cells at the edge of the sheet may supply the tension. Evidence for this latter mechanism comes from experiments with epithelial cells cultured on a plane glass surface. Vaughan and Trinkaus (1966) found that only cells at the outer edges of a sheet adhere to the glass, and these cells actively pull the interior cells outward, stretching the sheet. Note that, if applied forces generate compressive stresses, the sheet may buckle into folds (wrinkles).

Interesting examples of growth and morphogenesis due to passive forces occur during development of the eye. Coulombre (1956) and Coulombre and Coulombre (1958) investigated the role of intraocular pressure in the chick embryo. Both studies involved experimentally reducing the pressure by placing a small glass tube into the gel (vitreous body) inside the eye. They found that intubated eyes grow at a rate slower than normal, indicating that passive stretching due to pressurization drives much of the growth.

Moreover, Coulombre and Coulombre (1958) studied the effects of pressure on morphogenetic aspects of eye development. During normal development, the chick eye remains nearly spherical until the eighth day of a 21-day incubation period, i.e., the radii of curvature of the cornea (the segment in front of the lens) and the sclera (the white of the eye) are approximately equal. After this time, the radius of curvature of the sclera increases more rapidly than that of the cornea (Fig 18). In this study, the authors found the following:

1. Intubated eyes remain essentially spherical (Fig 18).
2. A ring of cartilage begins to differentiate near the edge of the cornea on the eighth day.

These results suggest that normal eye development depends not only on the presence of a normal intraocular pressure, but also on a local change in material properties. After the cartilage stiffens the ring around the cornea, the sclera and cornea grow as separate spherical segments with different radii of curvature.

With similar intubation experiments, Desmond and Jacobson (1977) showed that normal brain development depends on the cerebrospinal fluid pressure. They found that brains subjected to lower pressure grow slower and are abnormally shaped.

Active cell shape change. Epithelial cells can undergo active shape changes through microfilament contraction, microtubule elongation, changes in osmotic forces, or changes in intercellular adhesion. Consider first microfilament contraction. The membrane of each epithelial cell contains the contractile proteins actin and myosin, and so a uniform muscle-like contraction theoretically could reduce the surface area. However, two observations argue against this mechanism. First, as already mentioned, global epithelial contractions are relatively rare (Fristrom, 1988). Second, the actin filaments are arranged primarily in a ring around the apex (Burnside, 1973), and so contraction would likely produce a wedge-shaped cell with a constricted apex rather than a uniform diameter change (Fig 19). (This mechanism is important for local bending; see Sec 5.2.2.)

The other listed mechanisms can increase or decrease epithelial surface area. Microtubule elongation perpendicular to the sheet would decrease the surface area, since the incompressible cytoplasm would force the cells to narrow as they columnarize. On the other hand, elongation in the plane of the sheet could produce spreading. In addition, changes in intracellular osmotic pressure can increase or decrease surface area in a form of cell growth. Finally, increased adhesion between cells induces cells to increase their area of contact, with the cells elongating ("zipping up") perpendicular to the sheet. This mechanism would decrease surface area, while decreased adhesion would have the opposite effect (see Fig 20a,c).

Cell addition. An epithelium also can spread by adding cells through division or egression, while the opposite effects of cell death or ingestion contract the sheet. The transformation of mesenchymal cells into epithelial cells leads to egression, the intercalation of cells from the embryo into the sheet, and the transformation of epithelial cells into mesenchymal cells leads to ingress, the migration of cells from the sheet into the embryo. Added mass, however, generally contributes little to morphogenesis. In fact, just as cell division stops when cells move (Sec 4.3), cell division usually slows during rapid morphogenetic deformations.

Cell rearrangement. Rearrangement of cells can change the shape of an epithelium without a change in surface area. Cell marking experiments clearly show that rearrangement occurs, but it remains one of the least understood morphogenetic processes. Proposed mechanisms for this process include (Fristrom, 1988): (1) cell sorting to maximize adhesion; (2) basal cellular protrusions that draw cells together; (3) cytoplasmic flow similar to that which drives some mesenchymal cell migration; and (4) localized cellular contraction to bring
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separated cells into contact. Some of these mechanisms will be discussed in Sec. 5.3 in more detail, but none has yet been validated.

5.2.2 Local shape changes

Many different mechanisms can bend epithelial sheets. Here, we discuss several that enjoy varying degrees of experimental support. However, none are consistent with all experimental data, and so none are accepted universally.

Apical constriction. Each epithelial cell possesses a network of actin microfilaments encircling the apex (Fig 6b). Since myosin also is present in most cells, investigators have postulated that the microfilaments contract, constricting the apex like a "purse string" (Burtnside, 1973; Fristrom, 1988). The incompressible cytoplasm then shifts toward the basal end, forcing the cell into a pyramidal shape (Fig 19). If several adjacent cells in a sheet undergo this type of deformation, the sheet bends locally with the apical surface on the concave side (Fig 19), as observed during invagination (Fristrom, 1988).

Even before microfilaments were discovered, Lewis (1947) proposed this mechanism for epithelial bending. He demonstrated its feasibility by constructing a model with brass plates for the cell surfaces and rubber bands for the contractile filaments. For many years, apical constriction gained a large following, based largely on findings that cytochalin B stops or even reverses local bending processes such as neurulation (Ettensohn, 1985). (Cytochalin B is a drug that disrupts actin microfilaments.) Recently, however, some researchers have questioned the interpretation of these results, pointing out that cytochalin B may affect other cell properties (Ettensohn, 1985; Schoenwolf et al., 1988). In fact, Schoenwolf et al. (1988) have found that cytochalin D, which affects actin similarly but without the side effects, has a less significant influence on neurulation. This issue is not settled.

Constrained expansion or contraction. As discussed in Sec. 5.2.1, several mechanisms can cause an epithelium to expand or shrink its surface area. Constraints due to an underlying basal lamina or extracellular matrix may then induce local buckling.

Consider, for example, changes in intercellular adhesion (Fig 20). If the basal lamina is extremely extensible, then decreased and increased adhesion produces epithelial spreading (a) and contraction (c) respectively. However, if the basal lamina is relatively stiff, then increased adhesion induces invagination (b) with cell apices on the concave side, while decreased adhesion induces evagination (d) with cell apices on the convex side. In the limit of zero adhesion, the cells round up, and the maximum possible evagination occurs (e).

As mentioned in Sec. 5.1, placode formation usually precedes invagination. Fristrom (1988) pointed out that this is contrary to intuition, since a thickening would increase the resistance of the sheet to bending. However, she speculated that the accompanying alignment of microtubules perpendicular to the sheet likely would make bending easier. Either apical constriction or increased adhesion could produce placode formation in conjunction with invagination.

Cytoplasmic flow. Since epithelial and mesenchymal cells often switch roles, they likely possess similar machinery for motion. Thus, Jacobson et al. (1986) speculated that epithelial cells are capable of active movement within a sheet. Their theory for cell crawling, based on cytoplasmic flow, was discussed for mesenchymal cells in Sec. 4.3 and will be discussed for epithelial cells in Sec. 5.5. Besides accounting for cell rearrangement, the theory accommodates invagination, as cells try to crawl out of the epithelium but are restricted by their junctions to surrounding cells.

![Fig 19. Deformation due to apical microfilament contraction in epithelium (left) and cell (right). (Reprinted with permission from Wessells NK, Spooner BS, Ash JF, Bradley MO, Luduena MA, Taylor EL, Wrenn JT, and Yamada KM (1971). Microfilaments in cellular and developmental processes, Science 171, 135-143. Copyright 1971 American Association for the Advancement of Science.)](image)

![Fig 20. Invagination and evagination due to changes in adhesion. (From Ettensohn (1985) with permission from the University of Chicago, copyright 1985 by the Stony Brook Foundation, Inc.)](image)
5.2.3 Epithelial models

In the following sections, we discuss specific models for epithelial morphogenesis. We begin with cell rearrangement models, which are actually computer simulations with minimal biomechanical bases. Next, we examine a pair of pseudobiomechanical models, which stand on firm theoretical foundations, but some important physical features are neglected. One model is based on apical constriction, and the other uses cytoplasmic flow as the driving force. All of these models represent an epithelium as a collection of joined cells. Finally, we discuss general continuum (shell) models, which are true biomechanical models, but the ability to focus on individual cells is lost.

5.3 Cell rearrangement models

Modeling cell rearrangement within an epithelium is complicated by the need to follow individual cells. Using experiments and a purely geometric analysis, Jacobson and Gordon (1976) and Jacobson (1980) studied cellular motions during neurulation in the newt. Correlating observations with computer-generated morphology showed how the cells must move to give the observed three-dimensional global shape changes. The authors found that the deformation is more complex than a simple rolling into a tube, with the neural plate also elongating in the antero-posterior direction as the neural tube forms. Jacobson (1980) suggested that this elongation may induce buckling of the epithelium, with a furrow forming along the direction of stretch, as occurs when a thin rubber sheet is stretched uniaxially. This furrow eventually forms the neural tube.

Weliky and Oster (1990) developed a simulation for epithelial cell rearrangement that accounts for the effects of changing intra- and intercellular forces. Each cell is represented by a two-dimensional polygon with a variable number of sides and nodes that can slide, appear, and disappear. The motion of each node is determined by the forces acting on the node, and the geometry is updated to maintain compatibility. In this way, the simulation accounts for cell shape change and rearrangement.

In this model, the plasma membrane of each cell contains actomyosin filaments and encloses a filament-rich gel. The forces acting on each node are due to: (1) positive osmotic pressure that expands the gel; (2) a negative elastic pressure due to intracellular filaments opposing gel swelling; (3) tension in the sides due to microfilament bundle contraction; and (4) external loads. During a given time step, each node moves a distance proportional to the magnitude of the total force acting on it and in the direction of the resultant force. Accordingly, internal pressure drives protrusions, while tensile wall stress drives cellular contraction.

The authors used the model to study epiboly (see Sec 5.1) in the teleost fish Fundulus (Weliky and Oster, 1990). Initially, a uniform cap of cells was situated on a rigid spherical surface. Epiboly was simulated by specifying the meridional displacement of the cells at the edge of the sheet. Experiments have shown that the number of cells at the margin decreases continually during epiboly, even as its circumference increases. The simulation was able to reproduce this behavior if the membrane tension of the marginal cells was reduced, so that they could protrude circumferentially to force some cells off the edge (Fig 21).

Weliky et al. (1991) modified this model to include the following general features of cell motility:

1. Persistence of the direction of motion. Probabilities of movement were assigned to each node.

2. Tension-induced inhibition of protrusions. Protrusions were prohibited when the cell was stretched beyond a specified limit.

3. Contact inhibition. Protrusion was stopped when contact with a second cell occurred.

The authors then used the model to examine tissue extension, cell rearrangement, and the interactions of cells with boundaries. They concluded that several rules of cell behavior operate simultaneously during neurulation in the frog.

A similar approach was pursued by Belousov and Lakirev (1991), who modeled an epithelium as a shell containing movable elements. In this model, the radial displacement of each element depends on the resultant force acting on that element. Using a finite-element formulation, the authors obtained various morphogenetic shapes.

5.4 Apical constriction model

Although controversial, apical microfilament contraction likely plays a role in morphogenesis. The epithelial model of Odell et al. (1981) is based primarily on this mechanism. This model contains the following features:

1. The cells in the sheet are tightly bound.

---

Fig 21. Cell rearrangement in model of epiboly. [From Weliky and Oster (1990), copyright 1990 Company of Biologists Ltd.]
2. The cytoplasm is a viscoelastic solid.

3. The apex of each cell contains a network of microfilaments. When stretched a small amount, the filaments act as a passive viscoelastic material. When stretched beyond a specified threshold value, however, the filaments "fire," developing an active contractile force that remains for all time thereafter.

To represent these features, each cell is modeled by a four-sided, two-dimensional truss element composed of six viscoelastic units (Fig 22), each of which contains a spring \( k \) and a dashpot \( \mu \) in parallel. The diagonal units represent the cytoskeleton, and the others represent the cell membrane. Only the apical unit is capable of active contraction.

The quasi-static response of each one-dimensional viscoelastic unit is governed by the equation

\[
F = k(L - L_0) + \mu \dot{L}
\]

(33)

where \( F \) is the load applied at the ends, \( L(t) \) is the current length, and \( L_0(t) \) is the zero-stress length of the unit. Activation is included by letting \( L_0 \) change with time according to a relation of the form

\[
\dot{L}_0 = G(L, L_0)
\]

(34)

where \( G = 0 \) for a passive unit. The key to the behavior of the model lies in the choice for \( G \). For stretch-activated microfilaments, \( L_0 \) must have two stable equilibrium values, one being the passive zero-stress length and the other the active zero-stress length. Odell et al. (1981) chose a relatively simple form for \( G \) that contains this feature and allows specification of the activation stretch threshold. Note that microfilament activation is handled in a manner similar to that discussed in Sec 3.1.1 for volumetric growth, i.e., through a changing zero-stress configuration.

Numerically solving these equations for an epithelial model composed of a circle of truss elements, Odell et al. (1981) studied the processes of amphibian gastrulation, Drosophila furrow formation, and amphibian neurulation, which are characterized by similar but geometrically different invagination sequences. The force \( F \) is provided by adjacent cells and the cytoplasmic pressure, which is given by a specified function of the cell volume. (Decreasing cell volume squeezes the cytoplasm, increasing the pressure, and vice versa.) Each deformation sequence begins by triggering one cell of a circular ring of cells enclosing a fluid-filled cavity. As the apex of the activated cell shortens, it stretches the apices of the adjacent cells, causing them to fire and so on, generating waves of contraction moving outward from the originating cell. The changing cell shapes produce an invagination (Fig 23).

The authors found that experimentally observed morphology could be obtained by adjusting the activation parameters in Eq (34). For example, reproducing the correct geometry during neurulation (Fig 23) requires a low firing threshold. Consequently, most of the cells fire nearly simultaneously, possibly explaining why sections of neural plate continue to roll into tubes after they are isolated from the embryo.

Later, Oster and Alberch (1982) used this model to illustrate epithelial bifurcations during development. For instance, they discussed how Oster et al. (1981) were able to make their gastrulation model buckle outward, rather than inward, by slightly changing the viscoelastic properties of the cells. As Oster and Alberch (1982) pointed out, this behavior may have relevance to skin morphogenesis, since epidermal invagination leads to the formation of hair or skin glands, while evagination leads to the formation of feathers or scales. Thus, consistent with the fossil record, relatively small parameter changes can pro-

![Fig 22. Apical constriction cell model. [From Odell et al. (1981)]](image1)

![Fig 23. Apical constriction model of amphibian neurulation. [From Odell et al. (1981)]](image2)
duce relatively large evolutionary changes (see Sec 2.4).

By extending the model, Oster and Alberch (1982) showed that it also can be used to study pattern formation. For this purpose, they considered a one-dimensional sheet of cells attached to a rigid basal lamina through a bed of springs (Fig 24a). When the cell at the left end is triggered, a wave of contraction spreads across the cells, which begin to undulate, and placodes grow near simultaneously over the entire sheet. Eventually, the placodes stabilize at an almost periodic spacing (Fig 24b), giving a pattern. Changing the model properties alters the spacing, and a flexible lamina likely would allow invagination or evagination.

Finally, we note that Clausi and Brodland (1993) used apical constriction as the primary driving force in their finite-element model for neurulation. Assuming that the microfilament force increases with contraction, they obtained quite realistic results.

5.5 Cortical tractor model

The primary hypothesis behind the “cortical tractor model” of Jacobson et al. (1986) is that the motile behavior of epithelial cells is similar to that of mesenchymal cells. This model, which is related to the cell-crawling model of Oster (1984), is based on the following assumptions:

1. Cytoplasm flows continuously in a cell from the basal and lateral surfaces to the apex and then back toward the base through the core (Fig 25a). This fountainoid flow pattern is the “cortical tractor.”

2. Adhesion molecules enter the flow at the basal end and move with the flow along the fluid-like cell membrane toward the apical end, where they are resorbed unless stabilized by bonding to other cells.

3. The resorption rate for adhesion molecules is slower than their insertion rate into the flow. Adhesion molecules, therefore, accumulate at the apex, keeping the cells bound together at the apical surface (Fig 25a).

The authors argued qualitatively that the cortical tractor model can reproduce placode formation, invagination, folding of the neural tube, and cell rearrangements without breaking the apical seals. The first two processes are driven by differential flow rates between cells. If the flow rates of all cells are equal, they all remain in the plane of the sheet (Fig 25a). However, if the tractoring of one cell increases, shear stress against the adjacent cells drives the fast cell basalward. Moreover, if the shear force is large enough to break the apical seals, the cell becomes a mesenchymal cell. Otherwise, the constraint causes the cell to elongate, forming a placode, and the sheet to bend.

According to this model, the key to cell rearrangement lies below the apical surface (Fig 25b). A basal protrusion initiates the process, moving across a junction to a separated cell. The flow then increases the extent of
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Fig 25. Cortical tractor model. (a) Intracellular flow pattern. (b) Cellular rearrangement mechanism. [From Jacobson et al. (1986) with permission, Company of Biologists Ltd.]
the protrusion, which moves toward the apex along with adhesion molecules. When the protrusion reaches the apex, the cell adheres to its new neighbor, and so rearrangement occurs without breaking the apical seal.

Based on these ideas, Jacobson et al. (1986) modeled an epithelial cell as a quadrilateral filled with a viscous fluid. Their pseudomechanical analysis includes the effects of passive elastic deformation of the cells and active shear due to differences in flow velocity between adjacent cells. In simulating various aspects of amphibian neurulation, the authors found that the model could effectively reproduce many of the observations of Jacobson and Gordon (1976), including elongation of the neural plate and the rolling of cells into the neural tube.

5.6 Shell models

Macroscopically, it often is convenient to treat an epithelium as a plate or shell, i.e., as a continuum. Hardin and Cheng (1986), for example, used axisymmetric shell theory and experiments to study sea urchin gastrulation. Their analysis includes the effects of large deformation, but the shell material was taken as linear and isotropic. Gastrulation was simulated by applying forces through the archenteron to opposite sides of a spherical shell representing the blastula (Fig. 26).

If the material properties of the entire structure are uniform, the model predicts a flattening of the blastula roof that is inconsistent with their experimental observations. To match the experimental results, the authors found that they had to stiffen the roof or soften the archenteron. Then, however, the blastopore did not close (Fig. 26). Thus, they concluded that the characteristic filipodia at the tip of the archenteron merely guide this structure across the embryo, rather than actively pulling it across. On the other hand, this model does not include the internal fluid in the blastula. During deformation, the pressure build-up in this fluid may help close the blastopore.

Another conclusion of the study of Hardin and Cheng (1986) was that cell rearrangement occurs during gastrulation. Within the context of a continuum model, epithelial cell rearrangement can be treated as a fluid-like flow of material. Here, it is relevant that, by applying loads to embryonic cell aggregates, Phillips and Davis (1978) found that the cells behave elastically for short times and as viscous fluids for long times, i.e., they are viscoelastic.

With this in mind, Mittenthal (1987) developed a fluid-elastic thin-shell theory for application to epithelial morphogenesis. The theory is based on the assumption that the shell resists bending and isotropic in-plane stresses elastically, but it cannot support static shear stresses. The kinematic and equilibrium equations are those given by classical large-deformation shell theory. The author derived the constitutive relations from the principle of virtual work with the work due to bending, stretching, and adhesion included.

For axisymmetric deformation of a shell of revolution, this procedure yields the bending moment resultants

\[ M_s = D(\kappa_s + \nu \kappa_a) + \frac{1}{2} h(\xi_a - \xi_b) \]
\[ M_\theta = D(\kappa_\theta + \nu \kappa_a) + \frac{1}{2} h(\xi_a - \xi_b) \]  

and the normal stress resultants

\[ N_s = -K + N + \xi_a + \xi_b + T_s \]
\[ N_\theta = K + N + \xi_a + \xi_b + T_\theta \]

where \( s \) and \( \theta \) denote the meridional and circumferential directions, respectively. In these equations, \( D \) is the bending rigidity, \( h \) is the deformed shell thickness, \( \nu \) is Poisson’s ratio, \( \xi_a \) and \( \xi_b \) are interfacial tensions at the apical and basal surfaces, respectively, and the \( T_i \) are interfacial tensions within the epithelium. In addition, the author stated that, since the shell is fluid-like, the \( \kappa_i \) are curvatures in the deformed configuration. We note, however, that if the shell behaves elastically in bending, these should be curvature changes. Moreover, the quantity \( K \) is a bending-stretching coupling term given by

\[ K = \frac{1}{2}(\kappa_a^2 - \kappa_b^2) \]

and

\[ N = -C \lambda_a^2 (\lambda_n - 1) \]

is the elastic isotropic in-plane stress resultant in terms of the transverse normal stretch ratio \( \lambda_n \) and a material constant \( C \). The coupling term \( K \) arises because stretching a shell also can induce curvature change. While this theory should prove useful in theoretical studies of morphogenesis, it apparently has not yet been applied to specific problems.

Mittenthal and Mazo (1983) presented an earlier version of the preceding model that focuses on adhesion-driven epithelial morphogenesis. In this study, the shape of the shell was determined by minimizing the energy due

![Fig 26. Shell model for gastrulation. [From Hardin and Cheng (1986)]]
to bending and adhesive disparities between the component cells. Like cells were assumed to adhere preferentially to each other (less disparity), and both stretching and shear stresses were neglected. For the special case of a cylinder, the authors derived a formula for the equilibrium configuration that predicts the observed geometry of leg segments in Drosophila.

A limited number of other shell and membrane epithelial models have been published. A similar shell model, based on adhesive potentials, was presented by Gierer (1977). Also, Zinemanas and Nir (1992) modeled a blastula as a viscous drop of liquid surrounded by a fluid membrane and embedded in an ambient fluid. They controlled the distribution of surface tension in the membrane to simulate exogastrulation.

6 MUSCULOSKELETAL SYSTEM

In studies of functional adaptation, the musculoskeletal system has received the most attention. The increase in muscle mass due to elevated loads apparently has been known for millennia, and the relation between loading and bone size has been recognized for centuries (Ascenzi, 1993). Furthermore, more than 100 years ago, Culmann and von Meyer noted a qualitative likeness between the trabecular architecture in the femur and principal stress trajectories in a similarly shaped crane (Fig 27) [see, e.g., Koch (1917), Roesler (1981), Cowin (1986), Fung (1990)]. This observation led around 1870 to Wolff’s law, or the traiectorial hypothesis, for internal bone remodeling (Wolff, 1886). According to Wolff’s law, as discussed in Sec 2.2, the trabeculae of cancellous bone (see below) align with the directions of principal stress (Fig 27), and when the loading environment changes, the trabeculae reorient along the new stress trajectories. The origination of Wolff’s law has a somewhat muddled history; for details, see Koch (1917) and Roesler (1981).

Using a stress analysis of the femur based on detailed morphological measurements, Koch (1917) confirmed Wolff’s law. He also discussed the possibility of bones being optimized structures, designed for maximum strength with minimum material. The idea of structural optimization has received renewed interest lately (Huiskes and Hollister, 1993; Harrigan and Hamilton, 1994).

Since most engineering studies of growth and remodeling have dealt with bone, the majority of this section focuses on this topic. [See Cowin (1993) and Huiskes and Hollister (1993) for excellent reviews of the current state of the art.] Bone and muscle adaptations, however, are intimately related, since they exert forces on each other. Thus, the behavior of skeletal muscle also is discussed, although relatively briefly.

6.1 Bone

6.1.1 Structure and function

The skeletal system functions as a support structure against gravity, as a lever system for muscles, and as a protective covering for internal organs (Bouvier, 1989). As a composite material containing both solid and fluid phases, bone accomplishes these tasks while also serving metabolic functions. The solid component is composed of bone cells embedded in an extracellular matrix that includes collagen for elasticity and hydroxyapatite crystals for strength. The fluid component contains blood and extracellular fluid.

Macroscopically, there are two types of bone: compact, or cortical, bone and cancellous, or trabecular, bone. Compact bone is a dense material that makes up primarily the shaft, or diaphysis, of a long bone (Fig 28a). The inner and outer surfaces of the shaft are called the endosteum and the periosteum, respectively. Cancellous bone is a porous material that makes up the end, or epiphysis, of a long bone and is surrounded by a thin shell of compact bone (Fig 28a). Since the trabeculae give cancellous bone a sponge-like appearance, this type of bone also is called “spongy bone.”

Microscopically, there are three types of compact bone: woven, lamellar, and haversian (Cowin, 1983). Woven bone is a relatively unorganized precursor to lamellar bone in young animals. In the shaft of a mature long bone, lamellar bone is made up of a system of concentric laminae separated by vascular networks (Fig 28b). Each lamina, in turn, contains alternating zones of poorly organized and highly organized bone. Some of the lamellar bone eventually converts to haversian bone, which consists of cylindrical elements called osteons, or haver-
sian systems (Fig 28b).

One level further down, the osteons have their own substructure. Each osteon is composed of concentric layers, or lamellae, surrounding the haversian canal, which contains one or more blood vessels. The osteons usually are oriented along the long axis of the bone and are joined by cement lines. The spaces between all of these units are filled with extracellular fluid. For more detail on bone structure, the interested reader is referred to the book by Currey (1984).

Bone contains primarily three types of cells: (1) osteoblasts, which create (deposit) bone; (2) osteoclasts, which destroy (resorb) bone; and (3) osteocytes, which are converted osteoblasts that become trapped in the bone matrix and then serve maintenance functions. Growth and remodeling of bone do not involve cell division. Rather, osteoclasts first resorb old bone, often by tunneling, and then osteoblasts fill in the tunnels with new bone. The newly deposited bone initially has a relatively low modulus, with mineralization and hardening occurring gradually (Frost, 1964; Hart and Davy, 1989). In this way, deposition occurs without introducing residual stress. Bone resorption and deposition are ongoing processes that may be regulated by osteocytes (Cowan et al., 1991). At growth or remodeling equilibrium, osteoclastic and osteoblastic activities balance each other.

Several mechanisms have been proposed for the transduction of mechanical loads to the remodeling response (Treharne, 1981), including: (1) piezoelectric or streaming potentials; (2) mechanical fatigue microdamage; (3) extracellular fluid pressure effects on bone cells; (4) direct loads on cell membranes; and (5) alterations in mineral solubility due to stress. Recently, Weinbaum et al. (1994) used a poroelastic analysis to examine the additional possibility that internal fluid shear stress on osteocytes is the remodeling stimulus. Treharne (1981) favors the fatigue microdamage hypothesis, but experimental data can be found to support each, and there is no consensus. One objective of theoretical modeling is to deduce the actual transduction mechanism.

Biomechanical models have examined stress, strain, and strain-energy density as possible stimuli for bone growth, remodeling, and morphogenesis. Cowin (1984) argued that strain is the most likely candidate, since it can be measured by stretch-activated receptors, whereas stress cannot. On the other hand, as pointed out in Sec 3.1.1, strain depends on the choice of a reference configuration, which may not be well-defined, especially in soft tissues that undergo large deformations. Even in this case, however, a reference state of strain may be some time-averaged configuration that the tissue is "used to." Carter et al. (1987a) favor strain energy or an effective cyclic stress. They hypothesize that the heat energy generated during cyclic loading may trigger chemical reactions. Moreover, they showed for small strains that stress, strain, and strain-energy criteria all have similar mathematical forms. Finally, using a combined theoretical and experimental approach, Brown et al. (1990) examined the effects on bone remodeling of 24 different mechanical parameters. For the turkey ulna, although their results are not conclusive, they found that strain-energy density, longitudinal shear stress, and the largest tensile principal stress/strain are the most likely possibilities.

---

Fig 28. (a) Anatomy of a long bone. [From Rhinelander (1972)] (b) Microstructural organization of compact bone. [From Cowin (1983), reprinted by permission of Blackwell Science, Inc.]
6.1.2 Experimental and physical considerations

Experimental measurements and observations must be considered in developing models for bone adaptation. The most instructive experiments are those that carefully perturb loading conditions and measure the patterns of growth, remodeling, or morphogenesis. Methods to decrease loading in bones include internal fixation devices, immobilization, and weightlessness. Techniques to increase stress include exercise and implanted loading devices. The most popular experimental subjects have been femurs and ulnas of dogs and turkeys.

Detailed reviews of specific experiments were given by Carter (1982), Lanyon (1984; 1987), and Meade (1989), while Currey (1968; 1984) and Pauwels (1980) discussed mechanical design principles for bone. Among the more significant factors that should be considered when developing models are the following:

1. Different bones have different functions and are subjected to different loads. Thus, they likely respond differently to the same stress (Meade, 1989).

2. Load-bearing bones likely adapt to minimize bending because (1) bending stresses are higher for a given load than are axial stresses and (2) bending induces tension (Currey, 1968). (Bones are weaker in tension than in compression.)

3. Increased bone mass generally lowers stress but increases the weight that must be borne by the animal. An optimized skeletal system, therefore, must seek a compromise between stress and weight (Currey, 1968).

4. Bone is in remodeling equilibrium over a range of compressive strain levels (Lanyon, 1987; Carter, 1984). Outside this range, decreased compressive stress induces loss of bone mass, and increased compressive stress causes increased mass. For a given change in load magnitude, the rate of atrophy is greater than the rate of hypertrophy. Changes in material properties are secondary (Woo, 1981).

5. Intermittent loads are a more effective remodeling stimulus than are static loads (Chamay and Tschantz, 1972; O'Connor et al., 1982; Lanyon and Rubin, 1984).

6. Cancellous bone trabeculae align along the directions of principal stress, i.e., Wolff's law (Hayes and Snyder, 1981).

7. Trabecular bone density increases in regions of high shear (Hayes and Snyder, 1981) and as the loading rate increases (Goldstein et al., 1991).

8. Bone remodeling can occur if the strain distribution is abnormal, even if the strain magnitudes are normal (Lanyon et al., 1982).

9. Internal microcracks are associated with regions of bone resorption, the first step in the remodeling process (Burr et al., 1985).

6.1.3 Growth

All bone growth can be classified as surface growth. Even internal growth is due to deposition on surfaces, such as the surfaces of trabeculae or the walls of canals excited by osteoclasts. For a couple of reasons, bone growth has received somewhat less attention than bone remodeling, which is described in the next section. First, as Wolff (1896) stated, modification of the external form of a bone often is secondary to internal remodeling. Second, moving boundary-value problems often are more difficult to solve than those with fixed boundaries. In the following, we discuss deposition and resorption of bone at external surfaces.

For decades, investigators have wrestled with defining the biomechanical determinants of bone shape. Frost (1964) proposed a relatively simple conceptual model to explain the response of long bones subjected to bending loads. According to this theory, deposition occurs on surfaces that become more concave under loading, and resorption occurs on surfaces that become more convex. In general, this model predicts physiologically reasonable results unless the bone is loaded in tension. To handle this situation, Currey (1968) modified the theory, with deposition or resorption depending on whether the stress becomes more or less compressive with depth below the surface. Later, Frost (1988) extended these ideas and proposed a semi-quantitative scheme based on the nature of the loading and the local strains. While there is no direct evidence to refute these latter models, their relatively complex recipes make them not very attractive possibilities.

One of the first quantitative models for bone growth is based on piezoelectricity, i.e., electric current produced by mechanical stresses. Experiments have shown that negative charges can induce bone deposition, but positive charges have little effect (Bassett, 1965). Based on these findings, Gjelsvik (1973a; 1973b) proposed a theory in which the surface growth rate depends on a polarization vector, which is determined by the state of stress. There are, however, two problems with this theory. First, it predicts that surface growth depends only on shear stress (in global bone coordinates) rather than normal stress, which is not consistent with experimental findings. Second, recent experiments have indicated that streaming potentials dominate piezoelectric effects (Gross and Williams, 1982). Thus, Demiray (1983), Guzeus and Saha (1984), and Salzstein et al. (1987) proposed electromechanical models based on mixture theory, with bone considered as a fluid-solid composite.

Most models for surface growth have assumed the existence of one or more growth-equilibrium states of stress or strain. For example, Kummer (1972) postulated a general remodeling law that is expressed essentially by the
<table>
<thead>
<tr>
<th>Solution type</th>
<th>Surface movement</th>
<th>Area change</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>( a_w &gt; a_0 )</td>
<td>-</td>
</tr>
<tr>
<td>2</td>
<td>( b_w &lt; b_0 )</td>
<td>or</td>
</tr>
<tr>
<td></td>
<td>( a_w &gt; a_0 )</td>
<td>+</td>
</tr>
<tr>
<td>3</td>
<td>( b_w &gt; b_0 )</td>
<td></td>
</tr>
<tr>
<td></td>
<td>( a_w = 0 )</td>
<td></td>
</tr>
<tr>
<td>3(^o)</td>
<td>( b_w &gt; b_0 )</td>
<td></td>
</tr>
<tr>
<td></td>
<td>( a_w &lt; a_0 )</td>
<td>+</td>
</tr>
<tr>
<td>4</td>
<td>( b_w &lt; b_0 )</td>
<td>or</td>
</tr>
<tr>
<td></td>
<td>( a_w = 0 )</td>
<td></td>
</tr>
<tr>
<td>4(^o)</td>
<td>( b_w &lt; b_0 )</td>
<td></td>
</tr>
<tr>
<td></td>
<td>( a_w = a_0 )</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>( b_w &gt; b_0 )</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>( a_w = a_0 )</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>( b_w &lt; b_0 )</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>( a_w &lt; a_0 )</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>( b_w = b_0 )</td>
<td>+</td>
</tr>
<tr>
<td></td>
<td>( a_w &gt; a_0 )</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>( b_w = b_0 )</td>
<td>-</td>
</tr>
</tbody>
</table>


part of the curve to the right of point \( c \) in Fig 2. Near normal equilibrium (point \( a \)), Cowin and van Buskirk (1979) proposed a linear strain-dependent growth law of the form

\[
v(n, x_0, t) = C_{ij}(n, x_0)\left[\epsilon_{ij}(x_0, t) - \epsilon_{ij}^0(x_0)\right]
\]

(39)

where \( v \) is the surface velocity in the direction of the surface normal \( n \) at position \( x_0 \), the \( C_{ij} \) are growth-rate coefficients, the \( \epsilon_{ij} \) are Cartesian strain components, and the \( \epsilon_{ij}^0 \) are growth-equilibrium strains. According to this relation, surface growth depends on the local strain field at the surface, with \( v > 0 \) for deposition and \( v < 0 \) for resorption. Tanaka and Adachi (1994) proposed a similar growth law, based on an equistress hypothesis, in which \( v \) is proportional to the Laplacian of the stress.

Using linear elasticity theory with the evolving positions of the boundaries determined by Eq (39), Cowin and van Buskirk (1979) examined two problems: (1) a bone shaft loaded by a compressive axial force and (2) a bone shaft with an axial load and a force-fitted prosthetic pin. The bone was modeled as a transversely isotropic hollow cylinder, and the pin was taken as an isotropic solid cylinder. In this theory, applied loads are assumed to be some time average of the actual intermittent loads. The analysis yielded two coupled nonlinear differential equations for the inner and outer bone radii as functions of time.

For small surface displacements, Cowin and van Buskirk (1979) found analytical solutions to these equations. The analysis of the first problem showed that, for a stable solution, both the endosteal and periosteal surfaces must move outward. The solution to the second problem indicated that the endosteal surface moves outward with time, loosening the pin, a result consistent with clinical experience.

As pointed out by Cowin and Firoozbaksh (1981), experimental investigations have found great variability in the directions of motion of the surfaces of long bones subjected to axial compression. Since these results are inconsistent with the predictions of the linearized solution, Cowin and Firoozbaksh (1981) examined in detail the behavior of the nonlinear equations. Using a phase-plane technique, they found ten types of solution, eight of which are stable. The stable solutions show that, depend-
ing on the values of three parameters—the periosteal and endosteal growth-rate coefficients and the axial stress—many different growth patterns are possible (Fig 29).

To determine values for the growth-rate coefficients, Cowin et al. (1985) used a modified beam theory to simulate a set of five published animal experiments. In the experiments, the effects of altered compressive and bending loads were studied in long bones of mature and immature animals subjected to immobilization, exercise, and surgical intervention. Using actual cross-sectional geometry and adjusting the growth-rate coefficients of Eq (39), the authors were able to make the computed changes in shape match those found experimentally (Fig 30). To do this, however, they needed to assign different values to the coefficients at the endosteal and periosteal surfaces.

In a subsequent study, Cowin (1987) extended and modified Eq (39) in two ways. First, he made the shear terms quadratic so growth would not depend on the direction of shear. Second, a finite range of growth-equilibrium strain was incorporated. Let \( \epsilon_{ij}^+ \) and \( \epsilon_{ij}^- \) represent the upper and lower bounds of the equilibrium strains such that \( v = 0 \) if \( \epsilon_{ij}^- < \epsilon_{ij} < \epsilon_{ij}^+ \) for all \( i,j \), i.e., if the strains fall within a dead zone (Beaupre et al., 1990a). (Note that the bone is not actually dead.) Cowin (1987) modified Eq (39) to read

\[
v = C_{11}^+ (\epsilon_{11}^- - \epsilon_{11}^+) + \cdots + C_{12}^+ (\epsilon_{12}^- - \epsilon_{12}^+)^2 + \cdots
\]

where \( \epsilon_{ij}^- - \epsilon_{ij}^+ \) denotes the amount that \( \epsilon_{ij} \) exceeds an upper or a lower bound. Using this equation, he analyzed growth of a thin-walled tube due to torsion. For twisting greater than the growth-equilibrium limit, the analysis predicts that the midwall radius increases and the wall thins.

The surface growth theory of Cowin and van Buskirk (1979) has formed the basis of several computational models. For instance, Hart et al. (1984a) developed a three-dimensional finite-element model that accounts for surface growth through Eq (39). In addition, their code includes internal remodeling, with the rate of change in solid volume fraction \( \epsilon \) governed by

\[
\dot{\epsilon} = a_0 + a_1 \epsilon + a_2 \epsilon^2 + (A_{ij}^0 + A_{ij}^1 \epsilon) \epsilon_{ij}
\]

where \( a_0, a_1, a_2, A_{ij}^0 \), and \( A_{ij}^1 \) are constants. This latter relation was developed by Hegedus and Cowin (1976) and will be discussed in detail in the next section [see Eq (47)]. With \( \epsilon \) computed at a given time step, the local apparent bone density was given by

\[
\rho = \gamma (\epsilon_0 + \epsilon)
\]

with \( \gamma \) being the true solid density and \( \epsilon_0 \) a reference solid volume fraction. Then, the elastic moduli for orthotropic bone were updated according to

\[
E_i = c_i \rho^3
\]

in which the \( c_i \) were determined from experimental data.

With this model, Hart et al. (1984a) studied cylinders with axial and bending loads. Later, Hart (1990) used a similar finite-element model to study how the maturation of newly deposited bone affects the response of an axially compressed cylinder. Rather than computing the apparent density according to Eq (42), they specified a particular "maturation rule" for \( \rho(t) \). The results showed that the temporal evolution of the strains, but not the final geometry, depends on the form of \( \rho(t) \). For a summary of various studies based on this finite-element model, see Hart (1989).

Models for bone growth and remodeling are useful tools for designing prostheses. One difficulty with bone implants is that they alter the normal stress field, with the remodeling response often having detrimental effects. This behavior is due partly to the implant carrying part of the load normally carried by the bone, a phenomenon
called stress-shielding. Huiskes et al. (1987) reexamined the prosthetic pin problem with a two-dimensional finite-element model. Rather than strain as the growth stimulus, they used the strain-energy density \( U \). The surface-growth law included a dead zone and was taken as

\[
v = \begin{cases} 
C[U - (1 + s)U_n] & \text{for } U > (1 + s)U_n \\
0 & \text{for } (1 - s)U_n \leq U \leq (1 + s)U_n \\
C[U - (1 - s)U_n] & \text{for } U < (1 - s)U_n 
\end{cases}
\]

where \( U_n \) is the nominal growth-equilibrium value of \( U \), \( s \) defines the growth threshold, and \( C \) is a constant (Fig 31a). A similar expression was used for an internal remodeling law for \( c \). Their model consisted of an elastic pin surrounded by a layer of cement inside a cylinder of bone (Fig 31b). For an applied bending moment, the model showed that resorption occurs in the proximal region, with a magnitude depending on the value of \( s \) and the implant diameter (Fig 31b).

Modern implants often are designed with porous surfaces so that bone can grow into the pores, forming a cohesive interface. With this in mind, Sadegh et al. (1993) used a boundary element formulation of the theory based on Eq (39) to study three problems: (1) ingrowth between screw threads of an implant; (2) ingrowth into slots; and (3) remodeling of trabeculae at a bone-implant interface. The results indicate that compression is necessary for ingrowth, and Fig 32 illustrates the trabecular model and the predicted realignment.

All of the models discussed so far are phenomenological, being based on forms of the theory proposed by Cowin and coworkers. An alternative approach, based on the opposing activities of osteoblasts and osteoclasts, was developed by Hart and colleagues (Hart et al., 1984b; Hart and Davy, 1989). This model makes no formal distinction between surface growth and the remodeling of trabeculae, which change in form by growth on internal surfaces. For more details, the reader is referred to the review by Hart and Davy (1989).

### 6.1.4 Remodeling

Internal bone remodeling involves changes in trabecular architecture, apparent density, or material properties. The trajectory hypothesis of Wolff (1986), i.e., the alignment of trabeculae and principal stress directions, is the most heralded example of this phenomenon. Theories for bone remodeling have been proposed primarily by two groups of investigators.

Cowin and coworkers have developed a continuum

---

**Fig 31.** (a) Trilinear adaptive growth rate as a function of the strain-energy density. (b) Predicted remodeling of bone diaphysis due to bending load on prosthetic pin. [Reprinted from Huiskes R, Weimans H, Grootenboer HJ, Dalstra M, Fudala B, and Slooff TJ (1987), Adaptive bone remodeling theory applied to prosthetic-design analysis, J Biomech 20, 1135–1150, copyright 1987, with kind permission from Elsevier Science Ltd, The Boulevard, Langford Lane, Kidlington OX5 1GB, UK.]

**Fig 32.** Predicted remodeling of trabecular model at bone/implant interface. [Reprinted from Sadegh AM, Luo GM, and Cowin SC (1993), Bone ingrowth: an application of the boundary element method to bone remodeling at the implant interface, J Biomech 26, 167–182, copyright 1993, with kind permission from Elsevier Science Ltd, The Boulevard, Langford Lane, Kidlington OX5 1GB, UK.]
mechanics-based formulation, which they call adaptive elasticity theory. The surface-growth theory described in Sec 6.1.3 is a variation of adaptive elasticity, which uses some average strain measure as the remodeling stimulus. Cowin (1986; 1990; 1992) also explored the use of a fabric tensor to describe changes in trabecular orientation. This method was discussed in Sec 3.2 within the context of a general theory for fibrous tissues and will not be considered further here.

The other approach, which we call bone maintenance theory, was developed by Carter and colleagues. This theory uses an average measure of the entire stress history for the remodeling stimulus. Variations of bone maintenance theory have been used to study bone development, adaptation, and fracture healing.

In the following, we discuss these theories and their applications. Both Cowin and Carter have published reviews of their work (Cowin, 1981, 1983, 1990; Carter, 1987; Carter et al., 1991), where more details can be found.

Adaptive elasticity theory. The theory of adaptive elasticity, presented by Cowin and Hagedus (1976), was the first mathematically rigorous theory for adaptive growth and remodeling. In the view of these investigators, bone is a poroelastic (biphasic) material consisting of solid and fluid phases. The solid phase comprises bone cells and extracellular matrix, and the fluid phase is extracellular fluid. In response to alterations in loading conditions, the porosity (and apparent density) of the bone changes due to chemical reactions that exchange mass between the two phases. These reactions are slow compared to the loading rate and are controlled by the local strain. Using formal arguments of continuum mechanics, Cowin and Hagedus (1976) developed a set of governing equations for their theory. Of particular interest here are the isothermal constitutive equations

$$\Psi = \Psi(\phi, F), \quad \dot{\rho} = \dot{\rho}(\phi, F)$$

(45)

where $\Psi$ is the specific free energy, $\rho$ is the apparent density (solid mass per unit bulk volume), $\phi$ is the solid volume fraction, and $F$ is the deformation gradient tensor.

Hagedus and Cowin (1976) presented a linearized version of adaptive elasticity theory. They introduced the change in solid volume fraction $\epsilon = \phi - \phi_0$ from a reference value $\phi_0$, and for small strain, Eqs (45) yield (in Cartesian coordinates)

$$\sigma_{ij} = (\phi_0 + \epsilon) C_{ijkl}(\epsilon) \epsilon_{kl}$$

$$\dot{\epsilon} = a(\epsilon) + A_{ij}(\epsilon) \epsilon_{ij}$$

(46)

where the $C_{ijkl}$ are elastic coefficients for an anisotropic material, and $a$ and $A_{ij}$ are remodeling rate coefficients. To this level of approximation, the authors pointed out that, for orthotropic bone, $A_{ij} = 0$ if $i \neq j$, and so shear due to axial torsion induces no remodeling. As discussed in Sec 6.1.3, however, this is not true if the shear term is quadratic so that the direction of twist is immaterial (see Eq (40)).

If $\epsilon$ also is small, Eqs (46) can be written in the form (Hagedus and Cowin, 1976)

$$\sigma_{ij} = (\phi_0 C_{ijkl}^0 + \epsilon C_{ijkl}^1) \epsilon_{kl}$$

$$\dot{\epsilon} = a_0 + a_1 \epsilon + a_2 \epsilon^2 + (A_{0ij}^0 + A_{1ij}^1) \epsilon_{ij}$$

(47)

where $C_{ijkl}^0$, $A_{ij}^1$, $a_0$, $a_1$, and $a_2$ are constants. Note that, if $\phi_0 = 1$ and $\epsilon = 0$, Eq (47) reduces to Hooke's law. Moreover, although the $\epsilon_{ij}$ and $\epsilon$ are small, this theory is inherently nonlinear, and so bifurcations are possible. Firoozbaksh and Cowin (1981) showed that a third-order approximation to Eq (46) is essentially equivalent to the relation proposed by Kummer (1972), i.e., a variation of Eq (8).

Equations (47) or related expressions have formed the basis for many subsequent models of bone remodeling. For instance, Cowin and van Buskirk (1978) used Eqs (47) to examine remodeling in the prosthetic pin problem, i.e., a solid cylinder forced into a hollow cylinder. A stability analysis showed that the pin can induce a local reduction in bone stiffness or a pathological increase or decrease in porosity.

In another study, Firoozbaksh and Cowin (1980) investigated the remodeling behavior of an initially inhomogeneous, orthotropic cylinder subjected to a constant axial compressive load. At $t = 0$, a sinusoidal longitudinal variation in $\epsilon$ and, therefore, $C_{ijkl}(\epsilon)$ was specified. The temporal evolution of $\epsilon$ along the bone (Fig 33) shows that the bone approaches a homogeneous structure as $t \rightarrow \infty$. The physical explanation for this behavior is the following: In regions of less dense bone, the moduli are smaller and the strain greater for a given load. The larger strains induce a larger remodeling rate $\dot{\epsilon}$, stiffen-
ing the bone in these regions. This stiffening then lowers the strains and, therefore, $\delta_i$. The opposite behavior occurs in regions of more dense bone. Thus, the hills and valleys of $\epsilon$ gradually level toward a homogeneous equilibrium state ($\delta \to 0$). Looking at the inverse problem, Firoozbakhsh and Aleyasin (1989) showed that inhomogeneous remodeling occurs near an ellipsoidal hole in an initially homogeneous plate subjected to a compressive load.

The work of Cowin and coworkers inspired Buchacek (1990) to develop a related theory. Since remodeling is likely influenced more by recent events than those in the distant past, he proposed a fading memory theory, in which the apparent density and the orientation of material axes depend on convolution integrals.

**Bone maintenance theory.** The work of Carter and colleagues has been influenced by the idea that bone remodeling is a continuous maintenance process that repairs microcracks as they occur [see, e.g., Carter (1984; 1987)]. According to this view, repeated mechanical loads produce microdamage in bones throughout life. If the damage is allowed to accumulate, the bone eventually will fracture in fatigue. Thus, one function of bone remodeling is to prevent failure. Along these lines, Martin and Burr (1982) hypothesized that the lamellar structure of the bone traps microcracks between osteons, preventing their spread (Fig 34). The crack then induces a stress concentration on the Haversian canal wall that stimulates remodeling before a critical crack size is reached.

Several researchers, including Thompson (1942), have alluded to the possibility that mechanical fatigue microdamage plays a role in regulating the functional adaptation of bones. This theory, however, is not universally accepted. One confounding problem is that remodeling has been observed in bones even when the strain level is below that needed to produce microcracks (Meade, 1989). Carter (1984; 1987) realized this fact and suggested that other mechanisms also take part, especially at low levels of cyclic strain.

As already discussed, Cowin and co-investigators generally have treated the adaptations of bone apparent density and trabecular architecture separately. Fyhrie and Carter (1986) proposed a single theory that accounts for both. This theory is based on optimizing a local remodeling objective function $Q(\rho, \theta, \sigma)$, where $\rho$ is the apparent density, $\theta$ defines the orientation of material axes, and $\sigma$ is the stress tensor. With the added constraint that $\rho$ be a minimum, the hypothesis is that bone remodels to maximize its structural integrity with minimal mass.

Fyhrie and Carter (1986) examined two possible candidates for $Q$: (1) strain-energy density (stiffness) and (2) strength $Q = (\sigma/\sigma_t)^2$; $\sigma = \text{effective stress}$, $\sigma_t = \text{effective compressive failure stress}$. The optimization analysis showed that both objective functions yield trabecular orientations that align with the principal stress trajectories. Moreover, both predict an apparent density given by

$$\rho = a \sigma^b$$

where $a$ and $b$ are constants, with $2/3 \leq b \leq 1$ for stiffness optimization and $1/2 \leq b \leq 3/5$ for strength optimization.

Expanding these ideas, Carter et al. (1987a) proposed a method to account for the entire stress history of a bone. In the general case, they defined a daily remodelling stimulus by

$$\psi = K \sum_{i=1}^{m} n_i \sigma_i^m$$

where $K$ and $m$ are constants, $\psi_i$ is the stimulus for loading condition $i$, and $n_i$ is the number of cycles of loading $i$ per day. A long bone, for example, may undergo $n_b$ bending cycles and $n_c$ compressive cycles in a day. Three possibilities for $\psi_i$ were considered: (1) strength ($\psi_i = \sigma_i/\sigma_t$); (2) fatigue damage accumulation [$\psi_i = (\Delta \sigma_i/\sigma_t)^2$; $d = \text{constant}$, $\Delta \sigma_i = \text{cyclic effective stress range}$]; and (3) strain energy per unit mass of solid bone [$\psi_i = (U_i/\rho)^k$; $U_i = \text{strain-energy density per unit total bone volume}$, $k = \text{constant}$]. The authors showed that if $\psi_i$ is to be uniform throughout the bone, then all of these possibilities lead to the same basic result, with the apparent density given by

$$\rho = K \sum_{i=1}^{m} n_i \sigma_i^m$$

where $\sigma_i = \Delta \sigma_i$ for case (2) and $\sigma_i = (\sigma_e)_i$ for case (3), with $\sigma_e^2 = 2EU$ being an effective energy stress. ($\tilde{E}$ is an effective modulus.) Note that, if only one loading condition is considered, then Eq (50) reduces to Eq (48).

Based on this theory, Carter et al. (1989) developed a two-dimensional finite-element model to predict the apparent density distribution and trabecular architecture in the proximal femur (Fig 35). Beginning with uniform properties and with three estimated loading conditions,
they computed the solution for each loading case separately. Then, the density of each element was updated according to Eq. (50), and a new elastic modulus was computed from \( E = c \rho^3 \), with \( c \) being a constant. Next, a new solution was computed and the process repeated for seven iterations.

To determine the trabecular orientations, Carter et al. (1989) introduced an equivalent cyclic normal stress on a plane with orientation \( \theta \) as

\[
\sigma^*_n(\theta) = \left( \sum_{i=1}^c (n_i/N) |\sigma_{n_i}(\theta)|^m \right)^{1/m} \tag{51}
\]

where \( \sigma_n \) is the normal stress on the plane for loading condition \( i \), \( c \) is the number of loading conditions, and \( N = \sum_{i=1}^c n_i \). The authors assumed that the trabeculae align with the extrema of \( \sigma^*_n \). Thus, for \( c = 1 \), they align with the directions of principal stress, i.e., the trajectoryal hypothesis. If \( c > 1 \), however, the extrema of \( \sigma^*_n \) are not necessarily orthogonal. In fact, a plot of the distribution of \( \sigma^*_n \) for \( c = 3 \) (Fig 35b) shows orientations that, according to Carter et al. (1989), agree more with the drawing of von Meyer than does the sketch of Wolff (1986), in which the trabeculae meet at right angles (see Fig 27).

A key finding of this study was that the solution did not converge to a unique equilibrium state. After three iterations, the computed density distribution was in reasonable agreement with anatomical observations, but it became unreasonable after seven iterations. Noting this behavior, Carter et al. (1989) suggested that, rather than a remodeling equilibrium state, the existence of an attractor state may be more likely in such a complex nonlinear system. Accordingly, a chaotic solution would oscillate about the attractor state, with remodeling occurring continuously throughout the life of the organism, consistent with some physiological data. For a strain-energy stimulus, Harrigan and Hamilton (1992) and Cowin et al. (1994) determined specific conditions for the stability of the governing equations.

In a related study, Fyhrie and Carter (1990) obtained mixed results for the apparent density distribution predicted by a three-dimensional finite-element model. Also, Whalen et al. (1988) used a form of Eq (50) to predict alterations in density due to various physical activities. Employing the attractor state idea, Beaupre et al. (1990b) extended bone maintenance theory in two ways. First, they included time-dependent remodeling in the manner of Cowin and van Buskirk (1979). (The iterative procedure described above assumes that the material properties, not their rate of change, are proportional to the current remodeling stimulus.) Second, surface growth was added to the theory, with internal remodeling considered as surface growth in internal cavities. In this formulation, the remodeling (surface growth) rate \( \dot{S} \) depends on the difference between the current bone remodeling stimulus \( \psi_b \) [see Eq (49)] and an attractor state stimulus \( \psi_{b,AS} \). The apparent density then is given by

\[
\dot{\rho} = \dot{S} \rho_t \tag{52}
\]

where \( \rho_t \) is the bone surface area per unit tissue volume (total trabecular surface area density), and \( \rho_t \) is the true density of the solid part of the bone.

Using this theory in a two-dimensional finite-element model, Beaupre et al. (1990a) examined time-dependent density changes in the proximal femur due to three cyclic loading conditions. The remodeling law they used for \( \dot{\rho} (\psi_b) \) included a dead zone around \( \psi_{b,AS} \) similar to that shown in Fig 31a. Two main findings emerged from this study. First, computations including the dead zone produced more realistic density distributions than those without it. Second, when the load was reduced and then restored to normal levels, the predicted density recovered but to a different distribution. Thus, following immobilization, complete restoration of a bone may never occur, in agreement with some clinical data.

To investigate the long-time consequences of this theory in more detail, Weinsans et al. (1992) carried out two-dimensional finite-element computations for various geometries. They found that, as the attractor state is approached, the element apparent density approaches either a maximum (cortical bone) or a minimum (trabecular space) (Fig 36). Thus, this continuum model produces a discontinuous structure, in agreement with the actual
femoral architecture. Moreover, the pattern is fractal-like, consistent with chaotic behavior. Although these results are intriguing, Cowin et al. (1993) showed that this apparent chaos is likely a numerical phenomenon due to the time discretization of the governing equations. Furthermore, the results are not consistent with the continuum assumption on which the model is based. In a recent study, Mullender et al. (1994) have shown that this problem can be overcome by giving the remodeling stimulus a spatial range of influence.

Recently, Prendergast and Taylor (1994) proposed a form of bone maintenance theory that treats remodeling as an ongoing process. At remodeling equilibrium (RE), the rates of microdamage and its repair balance. When these processes are not balanced, changes in geometry and material properties occur. In this theory, the remodeling rate is given by

\[ \dot{r} = C \int_0^t (\dot{\omega} - \dot{\omega}_{RE}) \, dt \]  

(53)

where \( \dot{\omega} \) is the rate of damage formation, which depends on the stress, and \( C \) is a constant. Application to torsion of a hollow cylinder gave results similar to those for strain-dependent remodeling, but the strains did not return to their original equilibrium levels.

Finally, we mention an interesting recent application of bone maintenance theory that was used to resolve a confounding problem with total hip prostheses. One option that has been suggested to prevent resorption around a prosthetic pin is to press-fit the implant. Theoretically, the press-fit should counteract the stress shielding effect. Experiments with dogs, however, have revealed that while bone resorption is reduced in the short term, the implant eventually loosens. To explore the reasons behind this unfortunate response, van Rietbergen et al. (1993) combined a three-dimensional finite element model with animal experiments. The model predicted that the bone initially grows more dense around the implant, in agreement with their experimental results. But later, the bone stiffens distally, the implant, and this part of the femur then carries a larger fraction of the load. The consequent reduction in load carried in the region around the pin leads to resorption. This study is a clear demonstration of the utility of bone adaptation models.

6.1.5 Morphogenesis

Bone formation begins at about eight weeks in the human embryo. First, undifferentiated mesenchymal cells condense into anlagen, or primordia, forming the basic pattern of the skeleton. Then, depending on the type of bone, the anlagen differentiate along one of two paths (Bouvier, 1989). The primordia of cancellous and flat bones, such as the skull, form a fibrous matrix that transforms into bone through a process called intramembranous ossification. The primordia of long bones, on the other hand, differentiate first into cartilage through chondrogenesis, forming a relatively soft bone-like structure. The cartilage then is converted into bone in a process called endochondral ossification.

In long bones, endochondral ossification begins near midshaft, forming a primary ossification center, and then proceeds toward the ends of the bone. Postnatally, a second ossification center usually appears in each epiphysis. The ossification fronts from these two centers approach each other but do not meet, leaving a layer of cartilage called the growth plate, which serves as the center of growth until it ossifies in adulthood (Carter and Wong, 1988). In addition, a layer of articular cartilage is left at the bone ends to cushion and lubricate the joints (see Fig 38d).

**Pattern formation.** Several models have been proposed for the development of pattern in the skeletal system. Recently, Maini and Solursh (1991) reviewed, compared, and critiqued the various models, as well as the relevant experiments. Of the pattern-forming mechanisms discussed in Sec 4.4, we focus here on the biomechanical model of Oster et al. (1985). Recall that this model is based on the opposing forces of osmotic expansion of the ECM due to hyaluronic acid (HA) production (swelling)
on the one hand and contraction due to hyaluronidase (HAase) production (deswelling) on the other.

Qualitatively extending their one-dimensional analysis, Oster et al. (1985) proposed the following model for the developing limb bud, i.e., the limb growing outward from the embryo. Cells multiply in the progress zone at the tip of the limb bud and then migrate proximally, secreting HA and inflating the ECM. When the HA concentration reaches a threshold value, HAase is released, deswelling the matrix and leading to localized condensations. Proceeding in a proximodistal direction, these condensations lead to chondrogenesis.

In a cylindrical domain, the model predicts three types of bifurcation, which Oster et al. (1985) call axial, transverse, and longitudinal (Fig 37). A transverse bifurcation, for example, may form the radius and ulna, while a longitudinal bifurcation may produce the bones in the fingers. Trifurcations seldom occur.

Endochondral ossification. In the embryo, endochondral ossification begins at about the same time as the first skeletal muscle contractions (Burger et al., 1991). This observation suggests strongly that mechanical forces play a role in this process. Using computational models, Carter and coworkers have published a series of papers on this topic.

First, Carter et al. (1987b) set out to identify the mechanical factor that regulates ossification. For a combination of three loading conditions, they computed strain-energy density distributions in a two-dimensional finite-element model of the proximal human femur at five stages of development. The chosen stages extended from eight weeks of embryonic development, when the femur is entirely cartilage, to eighteen months after birth, when the primary ossification front extends into the epiphysis (Fig 38). At each stage, the internal architecture was specified, and the (isotropic) material properties of the bone and cartilage were kept constant during development.

The authors found that if high strain-energy density corresponds to ossification, then the model successfully predicts several features of bone morphogenesis, including the primary ossification center (Fig 38a), the tubular diaphysis and marrow cavity (Fig 38a), and the appearance of the secondary ossification center (Fig 38c). Moreover, regions of high hydrostatic compression at 18 months of postnatal development correspond to the location and geometry of the growth plate and the articular cartilage (Fig 38d).

To interpret these results, Carter et al. (1987b) noted that if cartilage is nearly incompressible, then hydrostatic pressure would impart little strain energy, and so the strain-energy density reflects primarily shear stresses. This observation and the results from the model led the

---

3Biomechanical studies have shown that articular cartilage actually is poroelastic and, therefore, compressible in bulk (Mow et al., 1980), although its individual fluid and solid constituents are nearly incompressible.

---

Fig 37. Three types of bifurcation patterns predicted by biomechanical model based on swelling and deswelling of ECM. (a) Axial bifurcation. (b) Transverse bifurcation. (c) Longitudinal bifurcation. [From Oster et al. (1985) with permission, Company of Biologists Ltd.]

Fig 38. Predicted strain-energy density distributions in proximal human femur at (a) eight weeks of prenatal development; (b) 11 weeks of prenatal development; (c) four months after birth; and (d) 18 months after birth. [From Carter et al. (1987b)]
authors to conclude that "the imposition of intermittent shear stresses (or strain energy) into cartilage will accelerate cartilage degeneration and endochondral ossification; and intermittent hydrostatic pressure will retard or prevent cartilage degeneration and ossification." Moreover, they postulated that all cartilage, both developing and mature, undergoes a progressive sequence of proliferation, maturation, degeneration, and ossification. These hypotheses have formed the basis for later work by Carter et al. on this topic. Among other things, the theory suggests that degenerative joint disease is due to alteration of the normal hydrostatic pressure in the joint (Carter, 1987).

Next, to quantify this biomechanical theory of bone development, Carter and Wong (1988) introduced the ossification index

$$I = \sum_{i=1}^{c} n_i (S_i + kD_i)$$

where \(n_i\) is the number of cycles for loading case \(i\), \(S_i\) is the cyclic octahedral shear stress, \(D_i\) is the cyclic hydrostatic stress, and \(k \geq 0\) is a relative weighting factor to be determined experimentally. Since \(D_i < 0\) for hydrostatic compression, large values of \(I\) (large shear) correspond to accelerated endochondral ossification, while low values of \(I\) (large hydrostatic compression) correspond to inhibited cartilage degeneration.

Using a two-dimensional finite-element model of the convex and concave chondroepiphyses of an embryonic joint, Carter and Wong (1988) found that setting \(k = 0.5\) produced an ossification pattern (distribution of \(I\)) like that found in vivo. In a similar analysis of the development of the sternum, Wong and Carter (1988) obtained realistic results for \(k = 0.7\). Furthermore, analyzing in vitro tissue culture experiments of Klein-Nulend et al. (1986), Wong and Carter (1990a) obtained results that support the basic tenets of the theory discussed above.

Extending their model to include time-dependent morphogenesis, Wong and Carter (1990b) introduced the maturation index \(B\), which is defined to a first approximation by the daily maturation rate

$$B_j = \dot{B}_0 + C I_j$$

where \(I_j\) is the ossification index [Eq (54)] for day \(j\), \(C\) is a constant, and \(\dot{B}_0\) is the unloaded baseline maturation rate. In addition, they incorporated fading memory by taking the maturation index for day \(n\) in the form

$$B_n = \sum_{j=n-n_0}^{n} B_j$$

where \(n_0\) is the number of previous days that the tissue "remembers."

Using a three-dimensional finite-element model, Wong and Carter (1990b) studied the development of a cartilage anlage subjected to five superposed loading cases. With the initial distribution of the maturation index specified, the stresses were computed, and the density and maturation index were updated according to Eqs (50) and (54)–(56). When \(B_n\) reached a specified threshold value in an element, the properties of the element were changed to those of bone. This process was continued, and the time-evolution of \(B_n\) predicted the progression of the primary ossification front toward the epiphysis, the formation of the secondary ossification center, and the articular cartilage remaining at the end of the bone. Furthermore, the apparent density distribution predicted the resorption that leads to the marrow cavity (Fig 39).

The good agreement between theory and experiment in these investigations supports the formulas of Carter et al. as construction rules for the developing skeletal system. Moreover, the evidence suggests that these rules
hold from early embryonic development through maturation in the adult to possible degeneration later in life. Even fracture healing seems to obey a form of these rules (Carter et al., 1988; Blenman et al., 1989). On the other hand, these models have not yet been validated experimentally under carefully controlled loading conditions.

6.2 Skeletal muscle

6.2.1 Structure and function

Skeletal muscle connects bones and joints, enabling an organism to move and perform work. A muscle is organized into a hierarchy of structural elements (Fig 40), with the primary element being the muscle fiber. Each fiber is a single cell that is about 10-60 μ in diameter and several centimeters long, and contains hundreds of nuclei. Bundles of fibers, or fasciculi, are bound together by connective tissue to form a muscle (Fung, 1993).

The cytoplasm of each muscle fiber is filled with myofibrils, which are about 1 μ in diameter and extend the length of the cell. A myofibril, in turn, is composed of arrays of myofilaments, which are arranged into sarcomeres, the main functional units. Each 2 μ-long sarcomere is made up of interdigitating thick (myosin) and thin (actin) myofilaments.

The total tension exerted by a skeletal muscle contains a passive and an active component. The passive tension, which is due to the elasticity of the fibers and connective tissue, increases exponentially with stretch (Fung, 1993). Passive muscle also exhibits the viscoelastic effects of creep and stress relaxation (Fung, 1993).

The active tension derives from a transduction of electrochemical energy into mechanical energy. According to the sliding filament theory of muscle contraction, cross bridges pull the myofilaments past each other without changing their lengths. In response to a single electrical stimulus, a muscle held isometrically twitches as it generates a force that increases to a peak and then falls off. As the frequency of a train of stimuli increases, the contractile force builds up until a critical frequency is reached, and then the muscle exerts a constant force in a state of tetanus (Fig 41a). The magnitude of this developed force depends on the stretch, with a peak occurring at a sarcomere length of about 2.2 μ (Fig 41b). If one end of the tetanized muscle is then released against a constant load, the muscle contracts with an initial velocity that decreases as the load magnitude increases (Fig 41c).

Skeletal muscle fibers can be classified into two general categories: fast-twitch and slow-twitch. Compared to fast-twitch fibers, slow-twitch fibers are thinner, have a lower maximum velocity, generate a smaller peak force, and have a higher aerobic capacity (Phillips and Petrofsky, 1983). Most skeletal muscles contain some of both these fiber types.

6.2.2 Growth

Skeletal muscle growth has been studied extensively with both in vivo and in vitro experimental techniques (Stew-
1. As the bones lengthen during normal postnatal growth, the muscles keep pace as individual fibers grow longer by adding sarcomeres in series at their ends (Williams and Goldspink, 1971; Goldspink, 1972).

2. Mature skeletal muscle fibers normally stop dividing shortly after birth (Goldspink, 1972), but non-muscle cells and collagen continue to proliferate (Goldberg et al., 1975). In extreme cases of hypertrophy, however, myofibrils split along their length when a critical diameter is reached (Goldspink, 1972; Goldberg et al., 1975). Moreover, skeletal muscle regenerates fibers when injured (Zak, 1973).

3. Fiber diameter increases with stress level, with both active and passive stress having similar effects (Stewart, 1972; Goldberg et al., 1975). Total tension seems to be the critical factor. Since isometric activation generates the highest tension, isometric exercise induces muscle hypertrophy very effectively (Goldberg et al., 1975). The hypertrophy is due to decreased protein breakdown and increased protein synthesis, with sarcomeres added in parallel (Goldberg et al., 1975; Goldspink, 1972; Spector et al., 1982).

4. For a given load, slow-twitch muscle fibers hypertrophy more than fast-twitch fibers (Stewart, 1972; Holly et al., 1980). Since slow fibers have smaller diameters, this behavior may be due to higher stress in these fibers.

5. Immobilized muscles atrophy. Muscles that are stretched and immobilized atrophy more slowly than those that are shortened and immobilized (Goldberg et al., 1975).


7. Temporary damage occurs to muscle cells stretched in vitro, which may stimulate growth and remodeling (Vandenburgh et al., 1991).

The last observation is particularly interesting in light of the similar mechanism discussed for bone in the previous section.

6.2.3 Remodeling

Like bone, skeletal muscle microstructure and properties depend on the loading environment. Experimental investigations, for example, have shown the following:

1. Fibers orient in the direction of a continuous stretch in vitro (Vandenburgh, 1982).

2. The maximum developed tension of hypertrophied muscle increases, and the contraction time decreases (Goldberg et al., 1975).

3. Muscles immobilized in a lengthened configuration exhibit no change in passive elasticity, but the passive stiffness of muscles immobilized in a shortened position increases (Tabary et al., 1972). In addition, muscles immobilized in a shortened configuration suffer reduced tension-generating capacity, but the maximum intrinsic shortening velocity...
changes little. Immobilization at neutral or lengthened positions has little effect on contractile properties (Simard et al., 1982).

4. When subjected to chronic low-frequency stimulation, fast-twitch muscle fibers transform into slow-twitch fibers (Salmons and Henriksson, 1981). Immobilization reverses this effect (Booth, 1982).

6.2.4 Morphogenesis

In the embryo, muscle development begins with groups of mesenchymal cells called presumptive myoblasts proliferating and migrating to specific sites (Fischman, 1972). These mononucleated cells then elongate, transforming into myoblasts, which cease dividing and are capable of synthesizing contractile proteins, but they contain relatively few myofibrils. Next, the myoblasts align and fuse together to form multinucleated myotubes, which manufacture myofibrils arranged longitudinally around a central core of nuclei. Finally, the nuclei migrate to the periphery of the cells, and the myofibrils become distributed more evenly in the cytoplasm, as the myotubes transform into myofibers.

Several pieces of evidence suggest that biomechanical forces influence skeletal muscle morphogenesis. For instance, the muscles that develop earliest are generally those that elongate the most before birth (Stewart, 1972). In the young animal, moreover, denervated muscles grow at a reduced rate (Stewart, 1972). These findings suggest that passive muscle tension due to bone elongation is important in the embryo, while later development requires active tension. This conclusion is supported by the in vitro experiments of Vandenbergburgh (1982), who found that fiber alignment occurs optimally at a continuous stretch rate that is similar to the rate of bone elongation in the embryo.

7 CARDIOVASCULAR SYSTEM

7.1 The heart

7.1.1 Structure and function

The heart as a pump. The mature heart of mammals and birds consists of four muscular chambers that pump blood through the circulatory system (Fig 42). Deoxygenated blood returns from the body through the vena cava and fills the right atrium (RA), which contracts, sending the blood into the right ventricle (RV). The RV then contracts, forcing the blood into the pulmonary artery, which carries it to the lungs to pick up oxygen. Next, the oxygenated blood flows through the pulmonary vein into the left atrium (LA), which delivers it to the left ventricle (LV). Finally, the LV contracts, ejecting the blood into the aorta and out to the systemic circulation. A wave of depolarization coordinates all of this activity, and backflow is prevented by one-way valves between the chambers and blood vessels.

During the cardiac cycle, each chamber fills during a period of relaxation, or diastole, and ejects the blood during a period of active contraction, or systole. If pressure is plotted as a function of cavity volume, each chamber traverses a loop similar to that shown for the LV in Fig 43b. The legs of the loop represent diastolic filling (A-B), isovolumic contraction (B-C), ejection (C-D), and isovolumic relaxation (D-A). The portion of the loop between points B and D corresponds to systole, and the part between D and B corresponds to diastole, with B and D being end diastole and end systole, respectively. The isovolumic segments are due to the pressure needed to rise or fall sufficiently to force valves to open.

By experimentally altering the preload (end-diastolic volume) or the afterload (end-systolic pressure), various pressure-volume loops can be generated (Fig 43a). In the mature LV, the end-systolic corners of these loops (points D) fall essentially along a straight line called the end-systolic pressure-volume relation (ESPVR), whose slope increases with the contractility, i.e., the intrinsic contractile strength. In the puppy (Sagawa et al., 1988) and embryonic chicken heart (Taber et al., 1992), however, the ESPVR is curvilinear and concave downward. Using a series of experiments, Sagawa et al. (1988) showed that the total oxygen consumption per beat of the LV is proportional to the pressure-volume area (shaded area of Fig 43b). The area within the loop represents the stroke work, and the triangular area represents potential energy that is dissipated largely as heat. These energetics likely influence cardiac growth, since heart muscle, like skeletal muscle, responds to an increased workload by adding mass.

Fig 42. Schematic of the mature heart. SVC: superior vena cava; IVC: inferior vena cava; RA: right atrium; RV: right ventricle; LV: left ventricle; PA: pulmonary artery. The valves are T: tricuspid; P: pulmonary; Ao: aortic; M: mitral. [From Folkow and Neil (1971)]
Heart muscle. With a few important differences, the structure and function of heart muscle, or myocardium, are similar to those of skeletal muscle. Mechanically, both types of muscle exhibit similar force development during an isometric twitch, similar force-velocity behavior, and similar passive stress-strain curves. Cardiac muscle, however, cannot tetanize, and so the measured velocity corresponds to release at a specified time from the onset of stimulation.

The most significant ultrastructural difference is that, rather than being aligned, myocardial fibers branch, forming a syncytium (Fig 44a). Consequently, any depolarization wave spreads throughout the entire myocardium, producing an “all-or-none” contraction.

Heart muscle contains a highly ordered interstitial collagen matrix (Fig 44b). Surrounding the entire muscle is a layer of collagen called the epimysium. Strands of epimysium called perimysium extend into the myocardium and bundle groups of fibers together with a weave pattern. These bundles are connected by perimysium strands, and the fibers inside the bundle are connected by struts of endomysium. The integrity of the collagen matrix is vital to normal cardiac function. For example, it helps prevent sarcomere overstretching, which could reduce contractile force (see Fig 41b).

Since the heart requires a continuous supply of energy, cardiac muscle fibers contain more mitochondria than do skeletal muscle fibers. Furthermore, myocardium contains more capillaries (about one per fiber in the adult). A final difference is that cardiac fibers contain only one or two nuclei, rather than many hundreds.

Fiber architecture. The left ventricle, which pumps blood through the body, generates the highest pressures in the heart [about 120 mmHg peak pressure in most mammals, regardless of size (Holt et al., 1962)]. Due to the corresponding large workload and energy requirement, most infarcts (heart attacks) occur in the LV, and

Fig 43. (a) Pressure-volume loops and end-systolic pressure-volume relation for normal LV and one with enhanced contractility. [From Suga et al. (1973), reproduced with permission. Circulation Research, copyright 1973 American Heart Association.] (b) Typical pressure-volume loop. Shaded pressure-volume area (PVA) represents total energy expenditure of ventricle per beat. [From Sagawa et al. (1988)]

Fig 44. (a) Schematic of cardiac muscle fibers [From Guyton (1991)] (b) Schematic of collagen matrix of the myocardium. [From Weber et al. (1987)]
this chamber has received the most attention in the literature. Thus, we briefly describe its structure.

To a first approximation, the LV is a thick-walled ellipsoidal shell of revolution (Fig 45a), composed of myocardium between a thin outer membrane, or epicardium, and an inner membrane, or endocardium. Although myocardial fibers branch, there is a sense of direction (Fig 44a). The fibers wind around the ventricular cavity, and, relative to the circumferential direction, the fiber orientation changes continuously across the wall from about 60° at the endocardium to -60° at the epicardium (Fig 45b) (Streeter, 1979). This anisotropic construction strongly influences the transmural distribution of wall stress (Tozeren, 1983; Taber, 1991; Bovendeerd et al., 1992).

7.1.2 Normal growth

Before and after birth, the heart grows to meet the increasing metabolic demands of the body. In the embryo, the heart grows by myocyte hyperplasia. Just before birth, cell growth begins to replace cell division, and by a few weeks after birth, hypertrophy becomes the primary mechanism for cardiac growth (Burton, 1972; Grossman, 1980). Interstitial cells such as fibroblasts, however, may continue to divide (Weber, 1989), and myocytes may replicate under certain pathological conditions (Kajstura et al., 1994). The ratio of normal heart weight to body weight depends on the species, being larger in animals that are more active (Poupa and Ostadal, 1969).

It long has been conjectured that wall stress affects the growth of the heart. Woods (1892) published the first stress analysis of the heart, modeling the ventricles as thin-walled membranes. Although the ventricles actually are thick-walled shells, membrane theory provides a useful approximation for the average transmural stresses. A normal force balance gives Laplace’s law

\[
p = t \left( \frac{\sigma_1}{R_1} + \frac{\sigma_2}{R_2} \right)
\]

where \( p \) is the cavity pressure, \( t \) is the wall thickness, \( R_1 \) and \( R_2 \) are principal radii of curvature, and \( \sigma_1 \) and \( \sigma_2 \) are in-plane stresses. If the ventricular stresses are uniform (\( \sigma_1 = \sigma_2 \)), then the quantity \( C = t/(1/R_1 + 1/R_2) \) should be constant in a given ventricle. Measuring the geometry at various points of human right and left ventricles, Woods (1892) found that \( C \) is indeed nearly constant.

Variations of Eq (57) have been used in conjunction with a wide range of experimental and clinical data to show that wall stress is likely a fundamental determinant of normal and abnormal cardiac growth. At birth, for example, the LV and RV have the same number of cells and are about the same size (Linzbach, 1976; Ferrans, 1984), consistent with the similar workloads of the two ventricles in utero. After birth, however, the LV pressure soon becomes much larger than that of the RV. If a nominal wall stress exists, then Eq (57) predicts that the LV wall thickness must be greater than the RV thickness, as is the case in the growing and adult animal.

Comparing the LVs of different species, Martin and Haines (1970) obtained more evidence supporting the importance of wall stress in cardiac growth. Although the weights of their studied hearts varied 767 times, the variation in \( C \) was only 22% [see also Ford (1976)]. Furthermore, the LV of the giraffe, which must pump blood against a very large pressure to reach the head, has a relatively thicker wall to keep the stress nearly the same as in other animals (Burton, 1972).

While these data offer strong support for wall stress as a growth-modulating factor, wall strain cannot be ruled out.\(^4\) Pumping efficiency would be maximized if contraction begins with sarcomeres at the optimal length of

\[^4\text{Since material properties are inhomogeneous in the heart, uni-}\]
about 2.2 μ. This length could serve as a fixed reference length, overcoming the disadvantage of strain-modulated growth discussed in Sec 3.1.1.

Transmural sarcomere lengths (SL) can be altered by differential growth, i.e., through changes in residual strain in the passive LV (Omens and Fung, 1990). Recently, Rodriguez et al. (1993) obtained data to support the uniform SL hypothesis. Measuring SLs directly in the passive rat LV, they found that the transmural distribution is nearly uniform in the stress-free (cut) configuration, but the SL increases from endocardium to epicardium in the unloaded (intact) state. The authors postulated that the higher subendocardial strains that occur during diastolic filling would even out the SLs across the wall at end diastole.

7.1.3 Hypertrophy

Adaptive growth and remodeling of the heart due to abnormal loads are classified generally as “cardiac hypertrophy.” Two types of hypertrophy commonly occur: concentric and eccentric. Usually associated with pressure overload due to hypertension (high blood pressure), concentric hypertrophy is characterized by an increased wall thickness with little change in cavity size (Fig 46). Eccentric hypertrophy, on the other hand, is usually associated with volume overload (increased end-diastolic volume), possibly due to a defective valve. To accommodate the greater blood volume, the ventricular cavity enlarges (Fig 46), and the wall thickness increases just enough to keep the ratio of radius to thickness approximately the same (Grossman, 1980).

In the short term, both types of hypertrophy represent successful adaptations of the heart to changing loads.

As long as the cardiac output (blood flow rate) meets the metabolic demands of the tissues, the response is termed physiologic hypertrophy, which is reversible (Weber et al., 1987). If an overload continues, however, pathologic hypertrophy may develop, which often leads to depressed cardiac performance and congestive heart failure (Grossman, 1980). It is important to note that chronic physiologic hypertrophy does not always become pathologic. Normal heart growth and hypertrophy due to exercise, for example, remain physiologic. [Normal growth is a form of eccentric hypertrophy as the blood volume increases in the growing animal (Ford, 1976; Grossman, 1980)]. Although the transition from physiologic to pathologic hypertrophy is not completely understood, some of the mechanisms involved are now becoming clear (see below).

The mechanics of cardiac hypertrophy have been studied extensively. Biomechanical models have been used to compute wall stress and material properties of the hypertrophied heart, but few models of the growth process have been proposed. Recently, Rodriguez et al. (1994) and Lin and Taber (1994) have used the methods of Sec 3.1.1 to examine how different types of hypertrophy can induce residual stress in mature and embryonic ventricles, respectively. Here, we focus on some of the fundamental biomechanical findings of experimental and clinical studies. More detail can be found in the reviews of Wikman-Coiffet et al. (1979), Grossman (1980), Mirska and Pasipoularides (1980), Spann (1983), Weber et al. (1987), and Weber (1989).

Growth. In concentric hypertrophy, fibers increase in diameter through addition of sarcomeres in parallel, while in eccentric hypertrophy, fibers increase in length by adding sarcomeres in series. Some investigators have proposed that fiber slippage and rearrangement (Laks et al., 1974; Suwa, 1982; Weber et al., 1991) and interstitial cell hyperplasia (Weber, 1989) also contribute to wall thickness changes. Moreover, although mature myocytes normally do not divide, Linzbach (1976) suggested that fibers split longitudinally in cases of extreme hypertrophy, and Kajstura et al. (1994) found myocyte hyperplasia and loss in rats subjected to chronic ischemia (oxygen deficit).

As in normal heart growth, the available evidence indicates that wall stress likely modulates the type and degree of myocardial hypertrophy. For instance, when pressure overload causes abnormally high end-systolic stresses, the wall thickness increases according to Eq (57) to bring the stresses back to normal. On the other hand, volume overload (increasing $R_1$ and $R_2$) increases end-diastolic stresses, which also are brought down by a (more modest) thickness increase that keeps $C = \frac{t(1/R_1 + 1/R_2)}{\text{approximately constant [see Eq (57)]}}$. In both cases, the adaptations allow the heart to meet the metabolic demands of the body while returning peak stresses to near normal levels (Grossman et al., 1975, 1983; Grossman, 1980). Thus, it appears that chamber
volume is controlled by end-diastolic pressure, and wall thickness by end-systolic pressure.

Recent biomechanical models of the LV predict that fiber stress is fairly uniform across the wall, with a relatively small peak occurring subendocardially, especially during systole (Tozzeren, 1983; Taber, 1991; Bovendeer et al., 1992). If myocardial growth is stress-modulated, then the inner layers would hypertrophy more due to pressure overload than the outer layers, consistent with the experimental data of Lund and Tomanek (1978). Moreover, if eccentric hypertrophy is controlled by the more uniform end-diastolic stresses, then the growth in this case would be nearly uniform. This prediction agrees with the volume-overload measurements of Omens and Covell (1991), who also found that the growth is essentially isotropic in planes parallel to the epicardium.

Although the case for stress-modulated growth in the heart appears strong, other factors remain candidates (see Sec 7.1.2). Zak (1984) discussed several other possibilities, including contractile activity (possibly energy-based), ATP depletion, stretch, humoral factors, hypoxia, and cell degradation.

Remodeling. During cardiac hypertrophy, the collagen matrix remodels. Due to chronic pressure overload, the collagen weaves and strands thicken (Ferrans, 1984; Weber, 1989). This fibrosis, however, does not occur in the hypertrophied hearts of athletes, which exhibit characteristics of both pressure and volume overload. Thus, interstitial fibrosis has been proposed as a primary factor delineating pathologic from physiologic hypertrophy (Weber et al., 1991).

To a lesser extent, the fiber architecture also remodels. Due to pressure overload, the fibers in the LV become slightly more longitudinally oriented near the epicardium and endocardium (Carew and Covell, 1979). Volume overload and exercise, however, have little effect.

Hypertrophic changes in material properties remain controversial (Mirskey et al., 1983), but some trends are becoming clear. First of all, hearts subjected to volume overloads maintain normal contractility (Cooper et al., 1973; Ross, 1974). Second, hearts subjected to severe pressure overloads suffer a depressed contractile state, including reduced force and velocity of contraction (Spann et al., 1967; Cooper et al., 1981). These features characterize pathologic hypertrophy, as opposed to the normal or augmented contractility of physiologic hypertrophy (Wikman-Coffelt et al., 1979). Finally, depending on the degree and duration of the overload, some studies find a normal passive muscle stiffness (Serizawa et al., 1982), while others find an increased stiffness (Peterson et al., 1978; Natarajan et al., 1979; Mirsky and Laks, 1980).

The effects of myocardial unloading also have been investigated. Due to unloading, heart muscle loses myofibrils and fiber alignment, becoming similar to neonatal myocardium (Thompson et al., 1984; Kent et al., 1985). In addition, the contractile force and velocity decrease (Cooper and Tomanek, 1982; Thompson et al., 1984).

Ischemia and infarction. When myocardial oxygen demand exceeds supply, possibly due to a narrowed coronary artery, the muscle becomes ischemic. If the artery becomes completely blocked, a myocardial infarction, or "heart attack," can occur, resulting in a region of necrotic muscle (usually in the LV). Both conditions lead to remodeling of the myocardium.

During prolonged ischemia or immediately following an infarction, the collagen matrix degrades in the affected muscle (Zhao et al., 1987), and fiber slippage allows the ventricular wall to bulge outward locally during systole (Anversa et al., 1993; Grossman and Lorell, 1993). This bulging hampers the pumping performance of the heart, since part of the blood normally destined for the aorta is pumped into the bulge. To compensate, the undamaged portion of the ventricle hypertrophies eccentrically to increase end-diastolic volume (Anversa et al., 1993; Grossman and Lorell, 1993).

Within weeks of an infarction, fibrosis of the weakened area prevents the systolic bulging, improving cardiac performance. A large infarct, however, may remodel into a permanent bulge, or aneurysm, which usually leads to further complications. Unlike skeletal muscle, heart muscle is unable to repair itself following injury (Zuk, 1973). Thus, the scar tissue is not replaced by new muscle, and so a heart suffering an infarction never recovers completely.

7.1.4 Morphogenesis

Primary cardiac development. The heart is the first functioning organ in the embryo. Development of the heart begins with a pair of epithelial tubes forming on opposite sides of the early embryo (Clark and Van Mierop, 1989). These structures then merge and fuse along the ventral midline of the embryo (Fig 47a) to form a single cardiac tube composed of three layers: a relatively thin outer layer of myocardium, a middle layer of cardiac jelly, and an inner layer of endocardium (Fig 47b, left). The two-cell-thick myocardium contains the only contractile elements in the primitive ventricle, the cardiac jelly (CJ), which is extracellular matrix material, makes up the bulk of the wall thickness; and the endocardium is an epithelium that lines the lumen of the tube.

Most research in cardiac development has used the embryonic chick heart as a model, since, except for the time scale, its development parallels that of the human heart. Since the rate of development depends to a certain extent on environmental factors such as temperature, Hamburger and Hamilton (1951) divided the 21-day incubation period of the chick embryo into 46 stages based on external characteristics of the developing embryo.

In the chick, contractions begin just after the primitive ventricle forms at stage 9 (1 day), which corresponds to about 17 days of human gestation. Effective blood flow, however, does not begin until stage 12 (2 days), with
endocardial cushions in the inflow and outflow regions of the ventricle preventing backflow. Soon after the onset of contraction, the morphogenetic process of cardiac looping begins, as the heart grows and deforms into a curved tube (Fig 48), with blood entering one end and pumped out the other.

Through the looping process, the ventricular wall remains relatively thin, and the metabolic needs of the myocardium are met entirely by diffusion from the lumen. Later, however, the wall grows too thick for this process to be sufficient. Thus, beginning at stage 17 (3 days) in the chick, the cardiac jelly is rapidly replaced by a network of myocardial trabeculae, which begin as endocardial ridges near the apex (bottom of the loop) with a prevailing circumferential orientation (Taber et al., 1993a). By stage 21 (4 days), the ventricular wall resembles a sponge with a thin outer sleeve of compact myocardium (Fig 47b, right). During these stages, direct blood flow through the trabecular spaces supplies nutrients to the myocardium. Trabeculation continues until stage 25 (4.5 days), when the myocardium begins to compact and the coronary circulation appears.

The interventricular septum eventually forms at the apex, dividing the tube into the left and right ventricles, and the atria form at the ends of the tube. Septation occurs between stages 21 (3.5 days) and 36 (10 days). Moreover, the endocardial cushions are molded into valves beginning at stage 34 (8 days).

Several investigators have described circumferentially arranged fibers over portions of the ventricle as early as stage 10, when looping begins (Nakamura et al., 1980; Manasek et al., 1984a; Itasaki et al., 1991; Shiraishi et al., 1992). Little is known, however, about how the fibers become aligned to form the highly ordered pattern of the mature LV (Fig 45b). Note that development of cardiac muscle is similar to that of skeletal muscle (Sec 6.2.4), except cardiac myoblasts do not fuse.

Although there are marked differences between the shapes of the embryonic and mature hearts, their physiologic characteristics are remarkably similar (Clark, 1989; Keller et al., 1990, 1991). The ventricular pressure-time curve and the pressure-volume loops in the embryo have the distinctive forms of those measured in the mature heart. The peak systolic pressure in the stage 16 embryonic chick heart is only about 1 mmHg, however, as compared to about 120 mmHg in the mature LV. Furthermore, like the mature heart, the embryonic heart can adjust its mass (by hyperplasia) in response to changes in load. In the chick, increasing ventricular pressure by banding the outflow tract increases ventricular mass without altering the process of ventricular septation (Clark et al., 1989). Thus, overloading the embryonic heart affects the rate of growth but not the rate of morphogenesis.

**Cardiac looping.** The process of looping is vital to normal cardiac morphogenesis; if it is abnormal, serious structural defects result. This process, therefore, has received much attention from investigators.

Cardiac looping involves biomechanical forces. Various
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Fig 47. (a) Heart tube in early embryo. [From Manasek et al. (1972)] (b) Schematic of cross section of stage 16 and 21 embryonic chick heart. MY: myocardium; CJ: cardiac jelly; EN: endocardium; L: lumen of ventricle.

Fig 48. Schematic of the cardiac looping process in the chick embryo. [From Patten (1951) with permission of McGraw-Hill, Inc.]
hypotheses have been proposed for the looping mechanism, including:

1. Constrained growth. Patten (1922) suggested that the cardiac tube is forced to bend because its length grows faster than the space in which it is contained. In experiments, however, the heart loops when explanted and grown unconstrained in culture (Butler, 1952; Manning and McLachlan, 1990).

2. Differential growth. If cells along one side of the ventricle divide faster than cells along the opposite side, the tube will be forced to bend. However, Stalsberg (1969) found that the spatial variation in mitotic rate is not sufficient to cause looping. The similar mechanism of differential cell death also has been ruled out (Stalsberg, 1970).

3. Cell shape change. Using scanning electron microscopy, Manasek et al. (1972) observed that the myocytes of the inner curvature of the looped heart are tall radially and narrow longitudinally, while those at the outer curvature are flattened. Whether these shape changes are generated actively or passively is unknown. If the cells actively modify their shapes, this process could produce looping. However, on disrupting the microtubules of cardiac cells with colchicine, Icardo and Ojeda (1984) found that hearts still loop even though the cells round up, suggesting that the shape changes are passive.

4. Cardiac jelly pressure with longitudinal constraint. Manasek et al. (1984b) suggested that the dorsal mesocardium (DM), which forms a longitudinal ridge along the outside of the early tubular heart (Fig 49), acts as a stiffener, forcing the tube to bend as it inflates due to pressurization of the CJ. To support their theory, Manasek et al. (1984a) measured the pressure in the CJ and found it to be about 0.5 mmHg. Moreover, they showed that a pressurized cylindrical latex membrane with a longitudinal stiffener and a system of relatively stiff spiral fibers bends and twists in a manner similar to that of the actual ventricle (Manasek et al., 1984b). Although these data indicate that CJ pressure is potentially a strong morphogenetic force, Baldwin and Solursh (1989) found that degrading the CJ with hyaluronidase does not prevent looping of hearts grown in culture.

Thus, none of the above hypotheses is consistent with all available experimental evidence, and so the mechanism of cardiac looping remains largely a mystery.

Any model for cardiac looping must account for the following experimental observations:

1. The heart loops when removed from the embryo and grown in culture with no loads (Butler, 1952; Manning and McLachlan, 1990).

2. Arresting myocardial contraction does not prevent looping (Manasek and Monroe, 1972).

3. Inhibiting contractile protein synthesis or myofibril assembly (cytodifferentiation) prevents looping (Manasek et al., 1978).

4. Globally disrupting actin filaments with cytochalasin B after differentiation prevents looping. Local application of the chemical to the left side of the caudal part of the ventricle results in (normal) looping to the right, but application to the right side results in looping to the left (Itasaki et al., 1991).

5. Disrupting microtubules does not prevent looping (Icardo and Ojeda, 1984).

6. Dissolving the cardiac jelly does not prevent looping (Baldwin and Solursh, 1989).

7. Growth is relatively uniform over the ventricle during looping (Stalsberg, 1969).

8. The DM is located along the inner curvature of the looped ventricle (Butler, 1952).

9. The myocardium of the inner curvature of the looped ventricle thickens, while that of the outer curvature thins (Manasek et al., 1972).

10. The actin filaments in the looped ventricle are oriented circumferentially near the inner curvature and randomly near the outer curvature (Itasaki et al., 1989).

Although it seems clear that looping involves mechanical forces, few biomechanical models have been proposed for this process. Recently, Taber et al. (1995) proposed...
two models. The first model is based on the hypothesis that an initial tension in or near the DM drives the bending as the cardiac tube pulls away from the embryo. To relieve the bending stresses in the tube, the myocytes change shape passively, and then they deform actively to continue the process to completion of a full loop. In the second model, contraction of the circumferentially arranged actin microfilaments produces circumferential compression and longitudinal expansion (due to incompressibility) of the myocytes. The DM locally constrains the longitudinal deformation, forcing the tube to bend. In both cases, the DM occupies the inner curvature of the bent tube. A bending analysis of beams composed of two layers representing the DM and the ventricular myocardium showed that the models are consistent with most of the known data listed above. These potential looping mechanisms, however, must be tested experimentally.

7.2 Arteries

7.2.1 Structure and function

Arteries conduct blood from the heart to the tissues and peripheral organs. The LV pumps blood into the aorta, and the RV pumps blood into the pulmonary artery. These main conduits branch into smaller and smaller vessels, and the relatively narrow arterioliæ actively alter their diameters to regulate blood flow. At the smallest end of the spectrum are the capillaries, where gas exchange takes place. Veins then carry the blood back to the heart.

Arteries are viscoelastic tubes composed of three layers: the intima, media, and adventitia (Fung, 1993). The inner layer is the intima, which consists primarily of an endothelium and a basement membrane. The media, the middle layer, contains concentric layers of spiraling smooth muscle cells tied together by collagen and elastin. And the adventitia is a membrane of connective tissue on the outside. The material properties of various arteries have been studied fairly extensively (Fung, 1993).

7.2.2 Residual stress and strain

Vaishnav and Vossoughi (1983; 1987) and Fung (1984) first demonstrated the existence of residual stress in arteries. As discussed in Sec 3.1, they did this by cutting unloaded arteries and observing the resulting deformation. First, they cut the vessel perpendicular to the longitudinal axis to obtain a short cylinder virtually free of longitudinal residual stress. Then, after a radial transmural cut to relieve circumferential stresses, the cross section opened immediately into a sector, giving the first-approximation “zero stress” configuration (Fig 50). The deformation required to restore the unloaded section prior to the radial cut defines the “residual strain.”

To explore whether a single transmural cut is sufficient to relieve the residual stresses, Fung and Liu (1989) made more transmural cuts and found little additional deformation. They, therefore, concluded that one cut is enough. Recently, however, Vossoughi et al. (1993) cut along the midline of the open sector, and the inside segment opened even more, while the outside segment closed substantially. These results indicate that the intimal residual strain is greater than previously thought and that the deformation following a radial cut is more complex than simple bending of a curved beam.

For an artery modeled as a thick-walled, incompressible, homogeneous tube subjected to an internal blood pressure, finite elasticity theory predicts large stress concentrations in the inner layers if the unloaded configuration is assumed to be stress-free (Fig 51a) (Chuong and Fung, 1983). This behavior is due to the large strains that decrease from intima to adventitia coupled with the highly nonlinear arterial constitutive relations. Realizing that an efficient load-bearing structure would exhibit more uniform stresses, Vaishnav and Vossoughi (1983; 1987) and Fung (1984; 1991) hypothesized that one function of residual stress is to reduce these stress concentrations. Since the circumferential residual strains in a section that opens when cut are compressive in the inner layers and tensile in the outer layers, these residual strains tend to make the transmural strain distribution
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Fig 50. (a) Cross sections of rat aorta following a radial cut at different times after banding. The effect of banding is to increase arterial pressure proximal to the band and decrease it distally. (b) Schematic of arterial cross section in zero-stress configuration showing the opening angle $\theta$. [From Fung and Liu (1989), reproduced with permission. Circulation Research, copyright 1989 American Heart Association.]
in the loaded artery more uniform. Including residual stress in their model, Chuong and Fung (1986b; 1986a) found a large decrease in the stress gradient across the wall of the loaded artery (Fig 51b).

Much of the recent work of Fung and co-investigators has involved studies of residual strain in the cardiovascular system. To characterize the magnitude of residual circumferential strain, they use an opening angle $\theta$ (Fig 50b). These researchers have found that $\theta$ depends on the location in the vascular system (Fig 50a) (Liu and Fung, 1988; Fung and Liu, 1991, 1992), the circumferential location of the radial cut (Liu and Fung, 1988), and the species (Han and Fung, 1991a). The largest opening angles, which can be more than 360°, generally occur in regions of large curvature, such as the aortic arch and the pulmonary artery trunk (Liu and Fung, 1988; Fung and Liu, 1991). Moreover, altering the contracture state of the smooth muscle has little effect on $\theta$, indicating that the source of the residual stress is the connective tissue (Liu and Fung, 1988; Fung and Liu, 1991; Han and Fung, 1991a). These authors also pointed out that since the smooth muscle is distributed fairly symmetrically about the neutral surface, it would be expected to have little influence on bending of the cut section.

The residual strains in arteries, compressive on the inside and tensile on the outside, can be produced by differential growth, with the inner layers growing faster than the outer layers. This view is consistent with the concept of stress-induced growth, since the inner layers are more highly stressed than the outer layers (Fung, 1990, 1991) (see Fig 51).

Stress-induced growth also offers an explanation for the increased residual strain found in regions of large curvature. As Fung and Liu (1989; 1991) pointed out, the stresses in a pressurized curved tube vary around the circumference, with the peak wall stress occurring at the inner curvature and increasing with the degree of curvature. This asymmetry has two consequences. First, the opening angle would depend on the circumferential position of the cut. Second, additional growth due to the large stresses would induce a larger opening angle. Both of these features have been found experimentally (Liu and Fung, 1988; Fung and Liu, 1991). Further evidence for stress-induced growth in arteries is discussed below.

### 7.2.3 Hypertrophy

Blood flowing through an artery exerts primarily two types of stresses on the wall: pressure and shear. The directly applied pressure on the intima also induces circumferential stretching of the artery as it expands. This section considers the response of the vessel to pressure loads, with shear discussed in the following section.

Hypertension long has been associated with cardiovascular disease. It is generally agreed that hypertension induces arterial walls to thicken with little change in lumen diameter (Wiener et al., 1977; Matsumoto and Hayashi, 1994), but the mechanism of the thickening remains controversial. In particular, in vivo studies disagree on whether the response is due primarily to hypertrophy or to hyperplasia of the smooth muscle in the media. Bevan (1976), Bevan et al. (1976), and Owens and Reidy (1985) found mostly hyperplasia. Olivetti et al. (1980) found mostly hypertrophy, and Wiener et al. (1977) found both. As in the studies of cardiac hypertrophy (Sec 7.1.3), these conflicting results are likely due to the differences in the vessel type, the cause of the overloading, and the duration and magnitude of the hypertension.

When the loading on an artery changes, the medial smooth muscle remodels. Using aortic medial cells cultured on elastic sheets, Leung et al. (1976) and Dartsch et al. (1986) examined the response to cyclic stretch. Leung et al. (1976) found an increased collagen content with no increase in mitotic rate, while Dartsch et
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Fig 51. Computed stress distributions in artery with internal pressure of 120 mmHg: (a) without and (b) with residual strain included. [From Chuong and Fung (1983; 1986b)]
al. (1986) focused on changes in cellular orientation. In the latter study, the cells remained oriented randomly when stretched at an amplitude of 2%. For 5% and 10% stretch, however, the cells aligned about 50°–70° and 70°–90°, respectively, relative to the direction of stretch. These orientations are similar to those generally found relative to the circumferential (stretch) direction in the middle and inner layers of the media, respectively, consistent with the fact that hoop strain increases from the outside to the inside of the wall. Recent data suggest that the remodeling that accompanies hypertrophy in the aorta keeps circumferential stress-strain relations near normal (Vaishnav et al., 1990; Matsumoto and Hayashi, 1994).

If arterial growth is stress-modulated, then changes in loading conditions should alter residual stress, with changes in residual strain reflecting nonuniform growth across the wall. Following experimentally induced hypertension, Fung and Liu (1989) and Liu and Fung (1989) measured the opening angle as a function of time and position along the aorta, and Fung and Liu (1991) did the same in the pulmonary artery. In these experiments, the blood pressure and wall thickness increased nearly monotonically to equilibrium states (see Fig 52a for the carotid artery). The opening angle, however, first increased rapidly to a peak and then dropped more slowly toward an asymptotic value (Fig 52b). In the rat pulmonary artery, Fung and Liu (1991) correlated the initial increase in θ with intimal swelling and thickening and the subsequent decrease in θ with a thickening adventitia. This remodeling occurs within a period of hours or days, rather than the months that bones take.

Theoretically, the increased residual strains in hypertension counteract an increased stress concentration due to the higher pressure. To further investigate the possibility of stress-regulated growth, Liu and Fung (1989) computed the mean hoop stress, which followed a time-course similar to that of the opening angle (Fig 52c). Of significance is that the wall stress at growth equilibrium was nearly the same as the original stress. These results are consistent with those obtained by Matsumoto and Hayashi (1994), suggesting that arterial hypertrophy is a response to abnormally high wall stress.

7.2.4 Atherogenesis

Atherosclerosis is a disease of arteries that features a narrowing of the vascular lumen. The consequence impediment to blood flow can cause myocardial or cerebral ischemia and, if severe enough, myocardial infarction or stroke. Growth is an important factor in the disease process, since the formation of occlusive lesions requires proliferation of smooth muscle cells that migrate from the media into the intima (Ross, 1990).

The trigger for the formation of atherosclerotic lesions is not known. Several features, however, suggest that fluid mechanical effects play a role in atherogenesis, including (1) the local nature of the disease; (2) geometry-dependent risk factors, such as vessel branching architecture; and (3) the high incidence of lesions in regions of low shear (Nerem, 1992). Most studies of flow effects have focused on the vascular endothelium, since this layer experiences direct hemodynamic loads. Moreover, most investigators have considered only the shear stress τ at the blood-endothelial interface. Only recently have the stresses within the cells themselves and the forces transmitted to the media been examined (Fung and Liu, 1993).

This section reviews some of the main findings of fluid mechanical studies. Other important factors, such as biochemistry, have been discussed by Ross (1990) and Nerem (1992).

There is considerable evidence that arteries respond to the shear imposed by blood flow (Nerem, 1992, 1993). In fact, the entire arterial tree may be designed for a single optimal shear stress, except possibly near sharp
turns and bifurcations, where higher values of \( \tau \) can occur. For instance, estimating the shear stress in large arteries, arterioles, and capillaries, Kamiya and Togawa (1980) found that \( \tau \) falls within the relatively narrow range of 10–22 dyn/cm\(^2\) throughout the arterial system. In addition, these researchers studied the response of the canine carotid artery to chronic alterations in flow rate. For flow below normal and up to four times the normal rate, the artery adjusted its diameter through growth or atrophy (over 6–8 months) to bring \( \tau \) back to near normal levels (Fig 53). The vessel, however, did not adapt to larger flow rates.

Many investigators feel that the endothelium is largely responsible for regulating flow-dependent adaptation of arteries. Thus, several in vitro studies have examined growth and remodeling of endothelial cells exposed to various flow environments (Nerem, 1992, 1993). As for growth, laminar flow, whether steady or oscillating, induces no increase in cell division rate for \( \tau \) as large as 15 dyn/cm\(^2\) (Dewey et al., 1981; Davies et al., 1986). In fact, Levesque et al. (1990) found that the mitotic rate actually decreases as \( \tau \) increases (Fig 54), and pulsatile flow enhances this effect.

Remodeling is observed consistently in vascular endothelial cells exposed to flow. When \( \tau \) is greater than a critical value (about 5 dyn/cm\(^2\)), the cells elongate and align in the direction of flow (Fig 55a) (Nerem et al., 1981; Dewey et al., 1981; Levesque and Nerem, 1985; Levesque et al., 1986; Ives et al., 1986; Helminger et al., 1991). Moreover, the cellular orientations follow the complex flow patterns near branches (Nerem et al., 1981; Levesque et al., 1986), and the magnitude of the elongation increases with \( \tau \) (Levesque and Nerem, 1985; Levesque et al., 1986) and depends on the nature of the flow (Helminger et al., 1991). Recall that stretched endothelial cells align perpendicular to the direction of stretch (Sec 4.5), which also corresponds to orientation along the flow direction in an artery. Thus, the effects of fluid shear and wall stretch reinforce each other, yielding a geometry that likely reduces drag on the flow of blood (Ives et al., 1986).

The available evidence suggests that epithelial alignment is an active process, rather than a passive deformation due to the shear stress. Cells exposed to flow, for example, elongate before they reorient (Levesque and Nerem, 1985). The following experimental findings implicate actin microfilaments in this process:

1. Stress fibers (aligned microfilaments) form in the cells and align with the direction of flow (Fig 55b) (Dewey et al., 1981; Wong et al., 1983; White et al., 1983; White and Fujiiwa, 1986; Franke et al., 1984).

2. Arterial stress fibers are thicker in hypertensive than in normotensive rats (White et al., 1983).

3. Stress fibers are more numerous in regions of high shear (White and Fujiiwa, 1986).

4. Elongated cells are stiffer, presumably due to cytoskeletal reorganization (Sato et al., 1987).

5. Cell proliferation slows as the cells adapt to the flow (Fig 54), possibly because the actin needed for contractile ring formation is being used for shape change instead (Levesque et al., 1990).

6. Cytocholasin B, which disrupts actin, retards the elongation (Ookawa et al., 1992) and promotes cell loss from the endothelium (Wechezak et al., 1989).

These data indicate that cellular elongation and alignment are active adaptations to maintain the structural...
integrity and adhesion of the cells in the face of potentially damaging shear stresses. In this way, the cytoskeletal reorganization may help protect the arterial endothelium from injury (Franke et al., 1984), which has been suggested as a possible stimulus for atherogenesis. This idea, however, seems at odds with the observation that lesions form most often in regions of low shear (Nerem, 1992). Thus, much remains to be learned about atherogenesis.

7.2.5 Morphogenesis

The developing circulatory system transports nutrients and oxygen to the embryo. Blood vessels form in two ways (Fig 56) (Risau, 1991). In vasculogenesis, mesenchymal cells aggregate into angiogenic clusters. These clusters then hollow out to form tubes, with the inner cells of each tube flattening into an endothelial lining and the outer cells becoming smooth muscle. Cells remaining in the lumen differentiate into embryonic blood cells. In angiogenesis, new vessels sprout from pre-existing vessels. While vasculogenesis apparently is restricted to embryonic development, angiogenesis can occur throughout life (Risau, 1991). In the embryo, the growing vessels eventually merge, forming a capillary network that drains into two vitelline veins leading to the heart (Gilbert, 1991).

Waxman (1981) presented a biomechanical model of a growing blood vessel. His model is a cylindrical elastic shell with fixed ends, embedded in a viscous fluid that represents the surrounding tissue. The analysis is based on thin shell theory, with orthotropic growth included by a specified uniform growth pressure. In addition to a solid arterial wall, the author examined the case of a wall composed of two thin layers separated by a fluid, i.e., an "inflated shell." Due to the restricted motion of the ends, longitudinal growth induces buckling, and Waxman discussed several possible modes that are observed in vivo (Fig 57). A buckling analysis of the variocose mode (Fig 57b) revealed that the dominant (dimensionless) wave number is

\[
k \cong \begin{cases} 
(12/\theta^2)^{1/4} & \text{for solid shells} \\
(4/\theta^2)^{1/4} & \text{for inflated shells}
\end{cases}
\]

where \( \theta \) is the nondimensional wall thickness. Comparing this prediction with experimental measurements indicated that the inflated shell is a more realistic representation of the blood vessel.

8 FUTURE RESEARCH DIRECTIONS

Although the mechanisms of growth, remodeling, and morphogenesis have received considerable attention for many years, several aspects of these processes remain poorly understood. Theoretical models help sort out the effects of the various factors involved, especially since

Fig 55. (a) Micrographs of bovine aortic endothelial cells subjected to steady flow from left to right for 24 hours. (b) Actin microfilaments in cells subjected to steady flow from left to right. [From Helmlinger et al. (1991)]

Fig 56. Two types of blood vessel formation in the embryo. [From Risau (1991), reproduced with permission, S Karger AG, Basel.]
some quantities, such as stress, cannot be measured directly. Models, however, require careful experimental verification, and so a combined theoretical/experimental approach is necessary to gain a full understanding of these subjects. To date, with the possible exception of bone, research in this field has been dominated largely by experimental studies, of which this review only scratches the surface. Although the length of this article might indicate otherwise, modeling of these processes is still in its infancy.

In spite of its relatively brief history, biomechanical modeling of growth, remodeling, and morphogenesis has achieved some notable successes. The theories for functional adaptation of bones are excellent examples of the power and utility of theoretical models. In less than 20 years, models for bone growth and remodeling have evolved to a quite advanced state, and they already are being used to help design implants. It is remarkable that such a simple growth/remodeling law, i.e., a growth/remodeling rate linearly proportional to strain, can predict the behavior of such complex biomechanical processes. On the other hand, $E = \frac{mc^2}{2}$ also is a remarkably simple formula. Thus, simplicity seems to underlie much of nature's complexity [or vice versa, see Cohen and Stewart (1994)].

Models also have provided insight into the biomechanics of cell movement, cell division, pattern formation, and epithelial morphogenesis. These models, however, generally have not yet been validated through carefully controlled experiments. In addition, the mechanics of organogenesis has received little attention.

Cardiovascular disease is the leading cause of death in the United States. Engineers have contributed to experimental and clinical investigations of the problem, especially studies of cardiac hypertrophy, myocardial infarction, and atherosclerosis. Modeling of adaptive mechanisms in the cardiovascular system, however, is just beginning and is a lucrative topic for future research.

One problem facing biomechanical models in general is the relative lack of reliable information on material properties. This problem is especially acute in studies of growth, remodeling, and morphogenesis, since these properties can change with time. Little is known about their temporal evolution, even in bone. Collecting these data will be crucial to the future success of modeling efforts.

Several vital questions remain largely unresolved concerning the mechanics of growth, remodeling, and morphogenesis. Among these are the following:

1. How do genetic and epigenetic factors interact?
2. What biomechanical factors modulate these processes?
3. What biomechanical principle(s) governs functional adaptation?

As discussed in this review, answers to each of these questions have been proposed. The available data support some of the answers to a certain extent, but many controversies remain, e.g., stress-modulated versus strain-modulated growth. One focus of future work should be to test these theories rigorously through carefully designed experiments that yield quantitative results.

We conclude with a final remark. Although it would be intellectually satisfying to find a law for functional adaptation that is valid for all biological tissues in all organisms from embryo to adult, a universal law may not exist. The responses of cells, tissues, and organs to their biomechanical environment may be as varied as their forms and functions. Unlocking the secrets of nature is not always as straightforward as one would like.
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